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Exit, Voice, or Loyalty? Functional Engagement 
as Cyber Strategy for Middle Power Statecraft

Joseph Szeman and Christian Leuprecht1

Introduction
The cyberspace environment is a microcosm of deepening geopolitical com-
petition between adversarial state actors (Valeriano et al., 2018). Since other 
operational domains (land, air, sea, space) and national instruments of power 
(diplomatic, information, military-economic, finance, intelligence, and law 
enforcement) are increasingly enabled by, and dependent on, cyberspace, such 
dependence opens opportunities for state and non-state actors to leverage 
cyber operations to disrupt, degrade, deny, or influence rivals’ instruments 
of statecraft to meet objectives or jockey for strategic advantage (Fischerkeller 
& Harknett, 2017). Over two decades of trial and error, malicious state actors 
have demonstrated intent and capability to leverage cyber espionage, subver-
sion, and sabotage operations to advance their national interests and degrade 
those of their rivals (Leuprecht, Szeman, & Skillicorn, 2019). Between 2005 
and 2020, the Council on Foreign Relations’ cyber operations tracker found 
that China, Iran, North Korea, and Russia sponsored 77 per cent of all sus-
pected operations. China and Russia each carried out nearly fifty adversar-
ial cyber campaigns between 2000 and 2016. The scale and impact of cyber 
operations conducted by malicious state actors to achieve strategic advantage 
in the international environment are growing exponentially (Maness et al., 
2022).

Middle powers have high levels of digital connectivity; strong, know-
ledge-based economies; leading research institutions; and membership in 
coveted multilateral groupings and security alliances. Generally, middle 
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powers also have limited resources with which to defend and assert them-
selves, and consequently represent low-risk, high-reward targets for more 
powerful adversarial state actors to exploit in cyberspace. Middle powers 
thus have strong incentives (but limited capability) to prevent the cyber-en-
abled degradation of their sovereignty, stability, and economic competitive-
ness. In essence, middle powers (and especially those aligned with the United 
States) are both targets of significant adversarial cyber activity, yet are too 
resource-constrained to engage shield and spear persistently. Absent a cyber 
doctrine tailored to the unique geopolitical characteristics and resource real-
ities of middle powers, state actors—and not only Russia and China, but also 
Iran—have the initiative.

How should middle powers respond to their strategic deficit in cyber-
space? Albert Hirschman’s (1970) classic book Exit, Voice, and Loyalty posits 
a framework for describing how an individual or group will react to a dele-
terious change in their environment. Hirschman identifies three possible 
responses: the actor can exit, use voice, or demonstrate loyalty (Hischman, 
1970). By choosing to exit, an actor accepts the undesirable change in their 
environment and alters their behaviour to adapt to the new situation. For 
example, a middle power could respond to the deleterious changes in their 
environment resulting from a weakened rules-based international order and 
unrestricted cyber activity targeting their interests and instruments of na-
tional power by abandoning its status and role as a middle power. Choosing 
voice means taking forms of direct action to change the environment back to 
its original condition. For example, a middle power could attempt to reverse 
changes to its environment, asserting itself in and through cyberspace by de-
vising strategies to uphold the international order, advance its interests, and 
protect its sovereignty. Finally, choosing loyalty means the actor accepts the 
undesirable change in their environment but does not change their behaviour. 
This response means a middle power accepts the changes to its environment 
and the resulting threats to their interests and the rules-based international 
order by not altering its response, and instead choosing to draft behind the 
activities and responses of more powerful allies. This chapter contends that a 
loyalty response, which characterizes current multilateral efforts to develop 
explicitly accepted cyber norms, has not (and will not) provide middle pow-
ers with a solution to the increasing threats they face from malicious cyber 
activity. Instead, this chapter advances a voice strategy for middle powers to 
participate more actively and effectively in efforts to develop cyber norms 
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by shaping the boundaries of adversarial cyber activity. This strategy draws 
from research on cyber persistence and the cyberspace strategy of persistent 
engagement and is tentatively termed “functional engagement.” 

First, this chapter describes the broad constitutive characteristics of mid-
dle powers. This section contextualizes the unique foreign policy interests of 
middle powers and identifies what types of middle powers would benefit most 
from a strategy of functional engagement. To illustrate the challenges facing 
middle powers that seek to pursue a loyalty-based approach, the second sec-
tion broadly outlines the failures of multilateral efforts to establish explicitly 
accepted cyber norms. The third section describes the contours of cyber per-
sistence theory and argues that as a complement to ongoing multilateral ef-
forts, the boundaries of tacitly acceptable state behaviour in cyberspace, and 
potentially even in the wider geopolitical environment, can be cumulatively 
shaped by employing cyber operations in response to unacceptable behav-
iour (the voice approach). The fourth section illustrates the point: it draws on 
traditional middle powers that are vulnerable to exploitation in cyberspace 
yet have limited resources to respond to formulate the concept of functional 
engagement as a voice approach tailored to middle powers. As a case study, 
this section posits functional engagement as an alternative strategy well-suit-
ed to Canada’s geopolitical identity as a middle power, the threats it faces in 
cyberspace, and the resources it has at its disposal.

The characteristics of middle powers
Analysts had initially bifurcated the international community into small and 
great state powers, but it soon became apparent that some small states were 
more powerful than others. Relative strength was to be recognized in the 
form of a “scheme of gradation” (Mitrany, 1933), which, in the 1930s, gave rise 
to the concept of “middle powers.” The concept gained momentum thanks to 
the concerted diplomatic efforts of Canada and Australia to justify and solid-
ify their international influence and core roles in the post-1945 global order 
(Shin, 2015). In 1947, Canadian diplomat and historian George Glazebrook 
(1947) asserted that the formation of the United Nations would enable “mid-
dle powers” to be “capable of exerting a degree of strength and influence not 
found in the small powers.” A growing number of states have since either 
self-identified or been described as middle powers, including Argentina, 
Australia, Canada, Brazil, Denmark, Japan, Malaysia, the Netherlands, 
Norway, Nigeria, Spain, Sweden, South Korea, and Turkey (Cooper, 2011; 
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Patience, 2014). Although the question of what constitutes the attributes of 
a middle power is controversial, international relations scholars generally 
identify at least three theoretical perspectives: hierarchical, functional, and 
behavioural (Chapnick, 1999). 

First, the hierarchical approach categorizes states by measuring object-
ive capability, asserted position, and recognized status (Chapnick, 1999). 
It typically ranks states according to economic, military, or social metrics 
(Holbraad, 1984; Shin, 2015). Their capabilities, international standing, or 
status rank these states in the “middle” of the international system: greater 
than those of small states but lesser than great powers. To explain the unique 
foreign policy behaviour of middle powers, functional and behavioural ap-
proaches take the middle power concept beyond the status of a mere tool for 
ranking real capability. 

Second, the functional perspective argues that middle powers may on 
occasion exert influence in international affairs in specific instances based 
on their relative capabilities, interests, and degree of involvement (Chapnick, 
1999). By contrast, great powers are always capable of exercising international 
influence, while small states are incapable of exerting any real influence 
(Chapnick, 1999). At the core of the functional concept is the idea that a state 
with relatively limited military and economic capacity may nonetheless be 
successful in accruing “degrees of influence and authority among great pow-
ers and its neighbours that even reach into global forums” (Holbraad, 1971). 
This view holds that middle powers commit to maintaining the status quo, 
security, and order in the international system through leadership on specific 
global problems and foreign policy niches of their choosing (Cooper et al., 
1993). 

Lastly, the behavioural approach is the dominant contemporary paradigm 
for characterizing foreign policy behaviour by middle powers. Sometimes 
also referred to as the middle power internationalist approach, the behaviour-
al approach contends that a country is a middle power if it exhibits a certain 
type of foreign policy behaviour—namely, advocating for compromise and 
seeking multilateral solutions to international problems (Cooper et al., 1993). 
Within this understanding, middle powers rely on international law to ensure 
predictability in global interactions, and on international organizations to 
provide forums through which they can establish and enforce acceptable con-
duct. To this end middle powers focus their foreign policy efforts on global 
normative arrangements promoted through international organizations 



2159  |  D e t

(Cooper et al., 1993). Accordingly, the behavioural approach reflects a “par-
ticular style of diplomacy, or a strategy backed by a commitment to liberal 
values and the absence of unilateralism which is a defining trait of a great 
power” (Lee & Soeya, 2014). The behavioural approach parses into “trad-
itional” and “emerging” middle powers (Jordaan, 2003). Traditional middle 
powers are “wealthy, stable, egalitarian, social democratic and not regionally 
influential,” exhibit “a weak and ambivalent regional orientation,” and offer 
appeasing concessions to pressures for global reform”: Australia, Canada, 
Norway, and the Netherlands are examples of traditional middle powers 
(Jordaan, 2003). In contrast, emerging middle powers are semi-peripheral to 
the core of the global political economy, “materially inegalitarian and recent-
ly democratised states that demonstrate much regional influence and self-as-
sociation” (Jordaan, 2003) and that seek to reform the global order: examples 
of emerging middle powers include Argentina, South Africa, Malaysia, and 
Turkey. Traditional and emerging middle powers both benefit from the status 
quo of the current liberal international order (Jordaan, 2003). Since they lack 
the real capacity to alter the global balance of power or affect deep change 
in the international system, both types of middle powers are vulnerable to 
global instability that threatens to upend the status quo. Traditional middle 
powers seek to legitimize and stabilize the international order since they al-
ready occupy privileged positions at the core of the global political economy. 
In essence, their interests are best asserted by defending and upholding the 
status quo of this order. Whereas emerging middle powers may benefit from 
their regional economic dominance within the international order, they do 
not occupy privileged positions within the global political economy and thus 
have an incentive to transform the international order. 

Although the constitutive features of middle powers are up for debate, 
common to all three approaches is an understanding that middle powers have 
limited economic or military capabilities and are capable of exerting only 
narrow influence in the international system (the hierarchical approach). To 
address these challenges and participate in foreign affairs, middle powers 
focus their resources on specific, relevant issues (the functional approach), or 
to enhancing their influence through explicit bargaining processes, conflict 
management, and multilateralism (the behavioural approach). The distinc-
tion between traditional and emerging middle powers is a function of diver-
gent interests and incentives. As legitimizers and stabilizers of their privileged 
role within the current global order, traditional middle powers in particular 
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stand to face the most significant disruption from contemporary threats to 
the established rules-based international order—including from cyberspace. 
Owing to their role in the international system, they have a particular incen-
tive to address cyber threats.

The Loyalty Approach and the Issue of Multilateral Effort to Develop 
“Cyber Norms”
In principle, the deteriorating stability of cyberspace makes the diffusion of 
transnational norms to regulate the behaviour of state actors in cyberspace 
appealing to great and middle powers alike. Over the years, these efforts have 
taken a multilateral shape, touching numerous organizations, including the 
United Nations, G7, G20, and the Council of Europe (Grigsby, 2017; Maurer, 
2020; Tikk-Ringas, 2017). Within more exclusive multilateral security alli-
ances, additional attempts have also sought to codify an understanding of 
norms in cyberspace and the applicability of international law to cyber oper-
ations through NATO’s “Tallinn Manual” (Jensen, 2017). 

Multilateral efforts to establish cyber norms have been floundering for 
good reason. First, liberal and illiberal states differ fundamentally in their re-
spective visions of the future of cyberspace and the rules-based international 
order (Jensen, 2017). Illiberal regimes are working to shape the digital eco-
system in line with authoritarian values, advancing the state-centric concept 
of “cyber sovereignty” to prioritize the role of regime security and preser-
vation over individual liberty. Russia and China, backed by other member 
states of Shanghai Cooperation Organisation, have prioritized the concept 
of “information security” instead of “cyber security.” Information security 
deems uncontrolled information flows dangerous to internal stability and 
seeks to prevent the dissemination of information incompatible with coun-
tries’ internal political, economic, and social stability, as well as their spiritual 
and cultural environment (Stevens, 2012). States that adhere to the concept 
of information security fundamentally perceive the content of information 
itself as a threat, which requires them to advocate for deeper state control over 
online content to preserve regime stability. The fundamental divide between, 
on the one hand, the United States and its Western allies and, on the other, 
Russia, China, and other illiberal states, indicates that great power compe-
tition and divergent conceptions of cyberspace, particularly regarding the 
free flow of information, the applicability of international humanitarian law, 
and the doctrine of state responsibility, permeates multilateral negotiations 
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(Tikk-Ringas, 2017). Consensus on a normative framework for state behav-
iour in cyberspace is thus constrained by broader competitive interactions 
between great powers and perceived threats that the liberal order and the 
interconnectedness of cyberspace pose to illiberal regimes (Hurwitz, 2014; 
Maurer, 2020).

At the same time, multilateral efforts have grown increasingly divorced 
from the operational realities of conducting cyber activities (Grigsby, 2017; 
Maurer, 2020). Indian diplomat Arun Sukumar argues that multilateral ef-
forts are doomed to fail since states are rapidly scaling up their offensive cyber 
capabilities and are “buying time” to test the possible effects of new offensive 
cyber capabilities (Sukumar, 2017). Illiberal states are concerned that any 
further endorsement of international law will undermine asymmetric advan-
tages they derive from operating in cyberspace (Sukumar, 2017). Even during 
the most productive years of UN-led efforts to develop cyber norms, the pace, 
scale, sophistication, and severity of cyber operations of all types conducted 
by Russia and China have continued unabated. In 2015, as UN diplomats and 
scholars hailed the recently attained international consensus related to the 
applicability of international law to cyberspace, Russian cyber actors targeted 
and disrupted parts of the Ukrainian power grid and nearly destroyed the 
computer networks of French TV channel TV5 Monde (Corera, 2016; Cyber 
Law Toolkit, 2015). In 2017—the same year that the Group of Governmental 
Experts process collapsed over a lack of consensus on the applicability of 
international humanitarian law to cyberspace—the release and global prolif-
eration of the NotPetya malware, which incurred estimated losses in the tens 
of billions, was attributed to Russian state actors (Greenberg, 2018). Despite 
efforts to curb economic espionage and intellectual property theft, an exten-
sive US investigation concluded in 2018 that China has buoyed its economic 
growth with persistent campaigns of widespread, cyber-enabled technology 
transfer and intellectual property theft causing estimated losses to the US 
economy ranging from US$225 billion to US$600 billion annually (United 
States of America, 2018). By July 2021, the United States and an “unpreced-
ented” number of allies and partners, including the Five Eyes, the European 
Union, NATO, and Japan jointly condemned widespread cyber espionage 
campaigns conducted on behalf of the Chinese government (United States of 
America, 2021). Yet, the boundaries, scope, and scale of malicious state cyber 
activity have been expanding apace. 
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After two decades, norms for state behaviour in cyberspace remain “con-
tested, voluntary, unenforceable, vague and weakly internalized” (Maurer, 
2020). Some scholars are highly pessimistic, asserting that great power dy-
namics and fundamental disagreements between liberal and illiberal states 
over the preferred shape of the international order have so permeated multi-
lateral processes that agreement among cyber powers is unlikely. Traditional 
middle powers lack the real capabilities necessary to deter or coerce malicious 
state actors effectively. Yet, they are especially vulnerable to weak normative 
frameworks for state behaviour in cyberspace. Multilateral efforts alone are 
insufficient to meet the urgent challenge of setting clear, reasonable, and en-
forceable international rules for cyberspace. As the development of an explicit 
normative framework drags on, the empirical record of the past two decades 
shows that states are increasingly using cyber capabilities as tools of statecraft 
to achieve strategic advantage in the international environment. Curiously, 
these activities have largely remained below the threshold of armed conflict, 
which may indicate that cyberspace norms are actually being shaped tacitly 
through operations, rather than in the boardrooms of multilateral organiza-
tions (Maurer, 2020). 

A Voice Approach: Cyber Persistence and Shaping Cyber Norms through 
Tacit Bargaining
The extensive record of cyberspace competition occurring without escala-
tion to armed conflict signals the emergence of a “new competitive space” 
wherein explicit agreement over the substantive character of acceptable be-
haviour remains immature (Goldman, 2022). In essence, state actors appear 
to acknowledge tacitly that most competitive interactions in cyberspace are 
“bounded by a strategic objective to advance national interests while avoiding 
war,” and thus are most easily and effectively employed as tools to achieve 
strategic advantage below the threshold of armed conflict and just short of 
war (Fischerkeller & Harknett, 2018b). The empirical record of the last decade 
and scholarship on cyber escalation appears to confirm this assertion (Healey 
& Jervis, 2020; Kreps & Schneider, 2019). 

To characterize the nature of strategic competition between states in 
cyberspace, scholars have, in recent years, coined the term “cyber persis-
tence,” which aims to capture how states employ cyber operations as tools 
of statecraft to change the relative balance of power and achieve strategic 
advantage in the international environment (Fischerkeller & Harknett, 
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2017; Harknett & Goldman, 2016; Harknett & Smeets, 2022). The dynamics 
of cyber persistence are derived from a fundamental feature of networked 
computing: interconnectedness, which produces a “structural imperative” 
for constant contact among all adversaries in the global system (Harknett 
& Goldman, 2016). Interconnectedness increases the scale at which a state’s 
“core economic, political, social, and military capability and capacity could 
be undermined” by cyber actors without regard for the constraints of geog-
raphy and without the degree of control over the global commons on which 
the projection of conventional force is premised (Harknett & Smeets, 2022). 
Cyberspace is both offense-dominant insofar as it favours the attacker over 
the defender and has “very low entry costs for core access,” as it offers asym-
metric opportunities for attackers to generate cyber operations at scale against 
larger rivals that are orders of a magnitude greater than would otherwise be 
possible outside of cyberspace (Fischerkeller & Harknett, 2018a). Together, 
interconnectedness, offence-dominance, and asymmetry facilitate constant 
contact among all states, thereby producing a strategic environment that is 
structurally characterized by persistent (as opposed to episodic) competitive 
interactions below the threshold of armed conflict (Fischerkeller & Harknett, 
2017, 2019; Harknett & Goldman, 2016). The scale of these activities in con-
junction with the technical complexity of cyber operations has exceeded the 
ability of states to understand, manage, and reach consensus on cyber norms 
to regulate acceptable state behaviour in cyberspace.

Proponents of cyber persistence contend that the consistent employment 
of cyber operations below the threshold of armed conflict by both liberal and 
illiberal states demonstrates a process of normalization or agreed competition, 
whereby tacitly accepted cyber norms have gradually evolved through com-
petitive interaction between states in cyberspace (Fischerkeller & Harknett, 
2018b; Goldman, 2020). Through this process (which cyber persistence schol-
ars call a “tacit bargaining” approach), cumulative and robust operation-
al engagement with adversarial actors has the effect of developing mutual 
understandings of the boundaries of acceptable/unacceptable state behaviour 
in cyberspace. Ergo, to shape behaviour proactively, states must seize the in-
itiative by actively operating and engaging with adversaries in cyberspace in 
order to tacitly reach informal agreements about the boundaries of accepted 
behaviour (Fischerkeller & Harknett, 2018b, 2019; Goldman, 2022). As part of 
the tacit bargaining process, cyber persistence scholar Michael Fischerkeller 
suggests that states should coalesce around “focal points,” which he defines 
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as “mutual understandings of acceptable/unacceptable behaviour in agreed 
competition” (Fischerkeller & Harknett, 2019). These focal points, if well-es-
tablished and continually reinforced, may provide some needed stability in 
cyberspace by enabling states to use them to predict how other states may 
interpret or respond to a cyber operation (Farrell & Glaser, 2017). For trad-
itional middle powers, these focal points might include malicious state-spon-
sored cyber activities that undermine the rules-based international order or 
that seek to degrade public confidence in democratic institutions, subvert or 
sabotage critical infrastructure systems, or reduce the effectiveness of inter-
national and multilateral organizations. 

But is the substantive nature of the “agreed competition” between states 
in cyberspace beneficial to the interests of traditional middle powers? The 
“maturity” of these cyber norms remains nascent and “differing perspectives, 
ambiguity or uncertainty” over the character of acceptable cyber operations 
short of armed conflict is likely to continue to cause uncertainty and present 
a risk for inadvertent escalation (Fischerkeller & Harknett, 2019). Essentially 
this means that the absence of explicitly accepted cyber norms and the cur-
rent immaturity of tacitly accepted norms leaves room for malicious state ac-
tors to legitimize the use of significantly disruptive cyber operations short of 
armed conflict (Fischerkeller & Harknett, 2019).

In fact, tacit bargaining processes in cyberspace that are antithetical to 
liberal interest and values may already be occurring. For much of the pre-
vious decade, the United States’ restraint in responding to the continuous 
aggression in cyberspace from illiberal state actors such as Russia, China, and 
Iran has had a destabilizing effect by failing to disincentivize aggressors from 
operating with impunity. The result has been the gradual shaping and tacit 
acceptance of norms toward illiberal conceptualizations of cyberspace and 
the international order (Goldman, 2020). By failing to shape the development 
of cyber norms in their operational infancy, liberal states risk losing the in-
itiative necessary to manage the emergence of norms that facilitate “massive 
theft of intellectual property, expanding control of internet content, attacks 
on data confidentiality and availability, violations of privacy, and interference 
in democratic debates and processes” (Goldman, 2020).

Shaping the Cyberspace Environment through Persistent Engagement
In 2018 the United States Cyber Command (USCYBERCOM) undertook 
a series of cyber operations to respond to Russian disinformation efforts 
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targeting US elections and institutions by publicly exposing individuals in-
volved in disinformation efforts and disrupting the functions of the Internet 
Research Agency—the troll farm at the heart of Russian disinformation oper-
ations (Gallagher, 2019; Nakashima, 2019). These activities formed part of 
the opening salvo of USCYBERCOM’s novel cyberspace strategic doctrine 
of “persistent engagement”—described as the most important development 
in US cyber doctrine in two decades. These persistent engagement attempts 
sought to address a perceived strategic deficit in cyberspace on the part of the 
United States relative to its adversaries by operating as close as possible to the 
origin of adversarial cyber activity, and persistently contesting adversarial 
actors to generate continuous tactical, operational, and strategic advantage 
(United States of America, 2018a). To do so, USCYBERCOM expects to oper-
ate “seamlessly, globally and continuously” in cyberspace, using continuous 
engagement with adversaries to seize and maintain strategic and tactical in-
itiative (United States of America, 2018a). Since 2018, under the banner of 
persistent engagement and to challenge adversarial activities wherever they 
operate, USCYBERCOM has deployed at least twenty-seven Cyber National 
Mission Force teams (called “hunt forward” operations by USCYBERCOM) 
to fifteen separate countries as part of its efforts to track and disrupt specif-
ic nation-state actors in foreign cyberspace (Pomerleau, 2022). Reportedly, 
USCYBERCOM efforts to defend the 2020 US elections may have involved 
eleven hunt forward operations across nine different countries (Pomerleau, 
2022). More recently, in February 2022, prior to the Russian invasion of 
Ukraine, hunt forward operations that partnered with Ukrainian network 
operators were credited with mitigating malware capable of disrupting 
Ukrainian railway networks, enabling millions of Ukrainians to escape to 
safety and ensuring the flow of Western assistance remained undisturbed 
(Srivastava et al., 2022).

Persistent engagement aims to generate “continuous tactical, operation-
al, and strategic advantage in cyberspace,” with the ultimate objective of 
cumulatively shaping the boundaries of acceptable adversarial behaviour 
in cyberspace (i.e., through the tacit bargaining approach described earlier) 
(Fischerkeller & Harknett, 2017, 2019; Harknett & Goldman, 2016). Ergo, 
cyber activities driven by persistent engagement are meant to function as a 
never-ending series of signals that will coerce adversaries toward a preferred 
set of cyberspace norms (Healey & Caudill, 2020). In 2018, the USCYBERCOM 
operationalized a strategy of persistent engagement in its Command Vision for 
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U.S. Cyber Command: Achieve and Maintain Cyberspace Superiority (United 
States of America, 2018a). Through this strategy, USCYBERCOM aims to “se-
cure US national interests in cyberspace and disrupt the cyber campaigns of 
US adversaries” by “defend[ing] forward as close as possible to the origin of 
adversary activity, and persistently contest[ing] malicious cyberspace actors 
to generate continuous tactical, operational, and strategic advantage” (United 
States of America, 2018a). The ultimate objective of the strategy is to “influ-
ence the calculations of [US] adversaries, deter aggression, and clarify the 
distinction between acceptable and unacceptable behaviour in cyberspace” 
(United States of America, 2018a). In essence, the strategic doctrine of per-
sistent engagement necessitates a more active US posture in cyberspace, with 
the overall strategic objective of inhibiting an adversary’s attempts to intensi-
fy cyber operations against the United States and allies.

Proponents of persistent engagement contend that previous US ap-
proaches to cyberspace were overly reliant on multilateral initiatives to es-
tablish cyber norms explicitly, which in turn resulted in a restrained and re-
active operational strategy in cyberspace (Fischerkeller & Harknett, 2017). By 
contrast, the very raison d’être of the persistent engagement strategy is as an 
operational counterweight to overreliance on multilateral efforts to develop 
cyber norms, which is believed to have ceded the advantage in cyberspace 
to adversaries with an incentive to be more aggressive in their use of cyber 
operations.

Through persistent engagement, the United States aims to “gain strategic 
advantage” in cyberspace by changing the distribution of power in its favour. 
This objective is broad, ambitious, and global in scope, with an end state—
an altered balance of power—that is challenging to measure. The distinction 
between what USCYBERCOM defines as acceptable or unacceptable behav-
iour in cyberspace is also somewhat ambiguous (Smeets, 2019). Critics of per-
sistent engagement are also concerned about the lack of defined objectives 
and clarity regarding the strategy’s actual implementation, proposing that 
in its current form, persistent engagement appears to proscribe an endless 
deployment of cyber resources in pursuit of vague strategic objectives (Lin 
& Smeets, 2018; Lin & Zegart, 2018). Other critics argue that the persistent 
deployment of US cyber capabilities against rivals is destabilizing and risks 
unintended consequences through inadvertent escalation, thereby exacerbat-
ing instability in cyberspace and accelerating an already hyper-competitive 
and unstable environment (Haley, 2019). However, concerns about escalation 
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in and through cyberspace have generally been overstated. Recent research 
suggests that cyber operations are only narrowly escalatory, and only within 
the context of broader geopolitical crises (Healey & Jervis, 2020).

Functional Engagement for Traditional Middle Powers
Traditional middle powers face significant threats in cyberspace and are vul-
nerable to adversarial cyber espionage, sabotage, and subversion operations 
that undermine their national and global interests. Middle powers have large-
ly responded to this growing threat by taking a passive approach: hardening 
their cyber defence capabilities and participating in multilateral initiatives to 
develop and diffuse transnational cyber norms. Middle powers may expect 
that the combination of these efforts will reduce the threats they face from 
malicious state actors in cyberspace. Since multilateral cyber diplomacy ef-
forts have largely stalled, and given that the threats middle powers face in 
cyberspace are increasing exponentially, an alternative, or complementary, 
approach is necessary.

Cyber persistence theory and the concepts of tacit bargaining and norma-
tive shaping in cyberspace hold significant strategic utility for middle powers. 
The problem: cyber persistence theory has been formulated to guide the US 
approach to countering adversarial behaviour in cyberspace. The only known 
operationalization of cyber persistence theory—persistent engagement—spe-
cifically aims to alter the global balance of cyber power in the United States’ 
favour by continually contesting its adversaries around the clock (United 
States of America, 2018a). These objectives are unattainable for middle pow-
ers, not only by virtue of resources, but also because they are misaligned 
with the foreign policy ambitions and characteristics of middle powers. In 
contrast, foreign policy interests more characteristic of middle powers might 
include maintaining the status quo; ensuring security and order in the inter-
national system; upholding the integrity of international organizations and 
democratic institutions; and protecting economic security and prosperity.

This chapter posits the cyber-strategic concept of functional engagement 
as a variation on persistent engagement uniquely tailored for operationaliz-
ation by traditional middle powers. Functional engagement seeks to harness 
the strategic utility of cyber persistence theory and persistent engagement by 
adapting it to align more closely with traditional middle powers that strive 
to influence international affairs selectively as a function of their relative 
capabilities, interests, and degree of involvement (Chapnick, 1999; Cooper et 
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al., 1993; Holbraad, 1971). The key difference between functional engagement 
and persistent engagement is the scope and scale of their respective objectives. 
Functional engagement proscribes a narrower application of tacit bargaining 
and normative shaping in cyberspace that reflects the limited cyber capabil-
ities and foreign policy ambitions of traditional middle powers. To this end, 
functional engagement is premised on establishing and reinforcing a limited 
set of focal points that are communicated unambiguously to set boundaries 
for acceptable and unacceptable behaviour in cyberspace. Middle powers can 
then harness their limited cyber capabilities more effectively against adver-
sarial cyber actors that transgress these specific focal points.

An initial set of focal points for unacceptable behaviour could include 
malicious activities that subvert or degrade the integrity of electoral processes 
or critical infrastructure systems; actions that undermine economic security 
or competitiveness; and behaviour that undermine the effective functioning 
of international institutions. Instead of continuously and globally employing 
cyber capabilities to change the overall balance of power in the international 
system, functional engagement calls for middle powers to deploy cyber es-
pionage, subversion, and sabotage operations more narrowly, in specific in-
stances when a malicious actor conducts cyber activity that is antithetical to 
tacitly accepted focal points. In turn, this strategy enables traditional middle 
powers to bolster focal points for cyber norms while upholding the rules-
based international order.

Canada: A Case Study for Employing Functional Engagement
As a variant of the United States’ persistent engagement approach, this chap-
ter contends that functional engagement is better suited to states with lim-
ited resources but whose geopolitical ambitions render them targets of, and 
vulnerable to, adversarial state-sponsored cyber activity. Traditional middle 
powers provide a critical case study to this effect.

T H E  F U N C T I O N A L  P R I N C I P L E  A N D  I T S  A P P L I C A T I O N  T O  C Y B E R S P A C E  D O C T R I N E

In the post–Second World War period and throughout the Cold War, Canada 
leveraged the “functional principle” (from which the functional engage-
ment and the functional perspective of middle power identity derive their 
names) to pursue its interests, justify a disproportionate influence in the 
international system, and cement its post-1945 status as a leading “non-great 
power” (Chapnick, 1999, 2000). First articulated by Canadian diplomat Hume 
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Wrong, the functional principle stipulated that an individual small state’s 
involvement in international affairs should be based on (1) the relevance of 
the state’s interests; (2) the direct contribution of the state to the situation 
in question, and (3) the capacity of the state to participate (Chapnick, 2000). 
Practically, the functional perspective holds that middle powers commit to 
maintaining the status quo, security, and order in the international system 
through leadership on specific global problems and foreign policy niches of 
their choosing (Cooper et al., 1993).

Indeed, growing instability and escalating strategic competition between 
states in cyberspace are both global problems and a foreign policy niche high-
ly relevant to Canada’s national security and foreign policy interests. Owing 
to the resource constraints that characterize middle powers, for the past two 
decades Canada has been struggling to demonstrate effective international 
leadership and respond to a highly competitive cyberspace environment. At 
least three factors continue to coalesce to make Canada a low-risk, high-pay-
off target for malicious cyber activity. First, Canada has limited soft and 
hard power resources, which constrains its ability to combine instruments of 
power or retaliate unilaterally. Second, Canada’s economy is highly advanced, 
with a strong technology sector, high levels of digital connectivity, vast nat-
ural resource wealth, and cutting-edge research and development activities 
(Siebring, 2021). Third, Canada’s special relationship with the United States 
and its membership in an array of coveted security alliances and multilateral 
institutions provides potential adversaries with an efficient means of target-
ing both Canada and its great power allies (Canadian Security Intelligence 
Service, 2021).

Threats to Canada in cyberspace are escalating in sophistication, quan-
tity, and complexity, and the country’s core national interests continue to be 
undermined by malicious state-sponsored cyber actors. Canada’s national 
security and its international interests have long been assured by its geo-
graphic location, the security assurances of multilateral institutions, and 
the legal and normative frameworks of the rules-based international order 
(Macnamara, 2012). Cyberspace represents a unique departure from these 
assurances: it allows Canada’s adversaries to bypass its geographic advantage 
entirely, while multilateral approaches to managing state behaviour in cyber-
space lack a foundation of stable laws, norms, and incentives to encourage 
malicious state actors to discipline their activities.
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T H R E A T S  T O  C A N A D A  I N  C Y B E R S P A C E  A N D  I T S  E V O L V I N G  C Y B E R  S T R E N G T H

Canada’s tradition of liberal internationalism has reflexively inclined it to-
ward supporting multilateral processes that attempt to establish explicitly ac-
cepted boundaries for state behaviour in cyberspace. Since 2010, Canada has 
participated in at least forty-five multilateral statements, communiqués, and 
initiatives on cyber norms in the G7, G20, NATO, ASEAN, OAS, OSCE, the 
Commonwealth, and the UN (Carnegie Endowment, 2022). Concerted cyber 
diplomacy efforts notwithstanding, the Canadian military unambiguously 
asserts that state actors are increasingly pursuing their agendas using hybrid 
methods below the threshold of armed conflict (including in cyberspace) to 
threaten Canada’s defence, security, and economic interests (Canada, 2017). 
Moreover, the director of Canada’s domestic security service, the Canadian 
Security and Intelligence Service, has warned that Russian and Chinese 
state-sponsored commercial espionage remains the most significant threat 
to the Canadian economy and future economic growth (Vigneault, 2018). 
According to Canada’s 2020 National Cyber Threat Assessment, cyber oper-
ations by China, Russia, Iran, and North Korea posed the most significant 
threat to Canada’s national security and its strategic interests. The assessment 
further asserts that state cyber actors have carried out cyber operations to 
influence the Canadian public and conduct espionage against Canadian in-
dustry, government, and academia to “advance foreign economic and nation-
al security interests while undermining the same within Canada” (Canada, 
2020).

Canada also has significant and steadily evolving capabilities that may 
enable it to play a leadership role in shaping norms in the cyberspace environ-
ment. The 2020 Harvard Belfer Center Cyber Power Index (CPI)—ostensibly 
the most comprehensive effort to evaluate and compare the objectives and 
capabilities of states in cyberspace—ranks Canada eighth in comprehensive 
global cyber power (behind the United States, China, the United Kingdom, 
Russia, the Netherlands, France, and Germany, but ahead of Japan and 
Australia) (Voo et al., 2020). The CPI characterizes Canada as a high-intent, 
low-capability cyber power with notable strengths in cyber defence, cyber 
norms development initiatives, and surveillance (Voo et al., 2020). By con-
trast, Canada’s intent and capability to conduct cyber-enabled foreign intel-
ligence and offensive cyber operations places it in in the middle of the CPI 
pack: lagging Russia and China and its Five Eyes partners, the United States 
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and the United Kingdom (as well as the Netherlands and Israel) (Voo et al., 
2020). On the one hand, the CPI’s evaluation of Canada reflects two decades 
of focus on implementing cyber-security initiatives. On the other, the rank-
ings may indicate a strategic deficit and thus the need for a cyberspace doc-
trine that can cohesively leverage a range of cyber espionage, subversion, and 
sabotage capabilities.

In recent years, Canadian policy-makers have made deliberate efforts to 
develop institutional and legislative mechanisms to support a more assertive 
cyberspace posture. Canada’s 2017 defence policy, Strong, Secure, Engaged, 
recognized that cyberspace is essential for the conduct of modern military 
operations and complemented a strong defensive cyber posture with more 
assertive cyber operations (Canada, 2017). In 2019, passage of Bill C-59, An 
Act Respecting National Security Matters, bolstered the prospect for Canadian 
cyber operations. Bill C-59 expanded the role and impact Canada could have 
in cyberspace by authorizing the Communications Security Establishment 
(CSE) to conduct offensive cyber operations, which the legislation parses into 
“active cyber operations” and “defensive cyber operations”—to supplement 
CSE’s traditional role of ensuring cryptographic security and collecting for-
eign signals intelligence. The addition of these capabilities to CSE’s mandate 
was hailed as a major step in aligning Canada’s cyber operations authorities 
with its Five Eyes allies (Carvin, 2018). For the first time in its history, the 
combination of foreign intelligence, active cyber operations, and defensive 
cyber operations mandates may enable it to conduct the full spectrum of 
cyber espionage, sabotage, and subversion operations.

In summary, Canada may be an ideal candidate for functional engage-
ment since it (1) has a legacy of restraining its influence on geopolitics to for-
eign policy niches of particular relevance (the functional principle); (2) faces 
significant and mounting threats to its national and international interests 
as a result of malicious state-sponsored cyber activities; and (3) may already 
have, or is otherwise well on the path toward developing, the requisite cyber 
capabilities and authorities to begin upholding its interests in the cyberspace 
environment.

F U N C T I O N A L  E N G A G E M E N T  I N  T H E  C A N A D I A N  C O N T E X T

Canada may have an opportunity to demonstrate independent international 
leadership to reduce instability and uncertainty in cyberspace. In doing so, it 
can uphold and extend its strategic interests. According to cyber persistence 
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theory, helping to establish and strengthen tacitly accepted cyber norms by 
regularly employing cyber capabilities is the most effective way Canada can 
reduce uncertainty in cyberspace and limit threats to its national interests. 
Due to Canada’s resource constraints and limited foreign policy ambitions (in 
comparison to the United States and other great powers), functional engage-
ment prescribes that Canada employ the full range of its cyber capabilities 
to establish and reinforce a limited set of clearly defined and communicated 
focal points that define what it deems acceptable and unacceptable behav-
iour in cyberspace. Instead of continuously and globally employing cyber 
capabilities to change the overall balance of power in the international sys-
tem, functional engagement calls for Canada to employ its cyber capabilities 
more narrowly, in specific instances when a malicious cyber actor conducts 
activity that is antithetical to those focal points.

An initial set of focal points for unacceptable state-sponsored behaviour 
in cyberspace could include malicious activities that (1) directly degrade 
Canada’s sovereignty and the security of its people (e.g., cyber operations that 
target civilian critical infrastructure and ICS/SCADA systems); (2) degrade 
or subvert international law and the integrity of international, electoral, or 
democratic institutions (e.g., cyber operations that target electronic voting 
systems or the functioning of international institutions); and (3) undermine 
Canada’s economic security, competitiveness, and prosperity (e.g., cyber 
operations that target intellectual property). In turn, this approach remains 
true to the fundamentals of cyber persistence but is more aligned within the 
limited resources and unique character of Canada’s geopolitical identity as a 
middle power.

Conclusion
The volume and sophistication of state-sponsored activities in cyberspace has 
increased apace with deepening global dependence on the Internet and digital 
technologies. Twenty years of sustained state interactions in cyberspace have 
demonstrated that cyber conflict is rare and that states prefer to employ cyber 
operations as tools of statecraft well below the threshold of armed conflict. 
While the immediate risk of cyber escalation appears to be low, campaigns of 
cumulative cyber operations aim to generate strategic effects over time, by de-
grading the integrity of international, democratic, and electoral institutions, 
undermining economic competitiveness, and/or generating strategic infor-
mation advantage over an adversary. Meanwhile, multilateral initiatives to 
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reduce instability in cyberspace and develop explicitly accepted cyber norms 
have failed to deliver significant advances toward regulating the boundaries 
of state behaviour in cyberspace.

Traditional middle powers, especially those with highly interconnected 
societies, advanced economies, world-renowned research institutions, 
and memberships in an array of multilateral and security institutions face 
threats in cyberspace as acute as those faced by great powers, and possibly 
even more so given their limited economic and military capabilities and nar-
row influence in the international system. Traditional middle powers thus 
present a low-risk, high-payoff target for their adversaries in cyberspace, 
and consequently are accumulating a strategic deficit vis-à-vis other states 
that have more readily grasped such threats—and the opportunities of cyber 
operations as a tool of statecraft. By failing to shape adversarial behaviour 
in cyberspace around tacitly accepted focal points cumulatively, Canada, the 
Netherlands, Australia, and other traditional middle powers are ceding the 
operational initiative to illiberal adversaries such as Russia and China, who 
will in turn seize that initiative to generate cyber norms that support their 
strategic interests (Jordaan, 2003).

Faced with the prospects of a deleterious change to their environment as 
a result of growing instability and malicious activity in cyberspace, middle 
powers can exit, use voice, or demonstrate loyalty. Traditional middle powers 
such as Canada had hitherto pursued a voice approach that prioritizes multi-
lateral efforts to develop explicitly accepted cyber norms. These efforts have 
yet to yield significant payoff and have failed to stem the rising tide of adver-
sarial activity that is sweeping traditional middle powers in cyberspace. As a 
variation on persistent engagement for the United States, functional engage-
ment for traditional middle powers is a voice approach that adapts cyber-stra-
tegic concepts of cyber persistence theory and persistent engagement to align 
with the limited resources and foreign policy ambitions of middle powers. 
Functional engagement in cyberspace seeks to harness the potential of tacit 
bargaining and normative shaping by focusing the limited cyber capabilities 
of traditional middle powers in pursuit of narrow strategic objectives. To 
this end, traditional middle powers need to leverage the full range of cyber 
capabilities at their disposal deployed to establish and, as required, reinforce 
a set of focal points that delineate acceptable and unacceptable behaviour by 
states in cyberspace.
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Digital Tribalism and Ontological Insecurity: 
Manipulating Identities in the Information 
Environment

Sarah Jane Meharg

In a world of growing anxiety and fear, new renderings of tribalism emerge to 
decrease individual anxieties related to belonging. While tribes are relational 
and emergent in their scope and scale, they are often cast in the same light as 
engineered populist movements that generate hatred and othering to increase 
fear, resentment, and contestation, in effect increasing individual anxieties 
and contributing to the production of anxious publics. Organic tribes, on 
the other hand, are a relational and network-based grouping of like-minded 
people seeking ontological security to assuage a growing sense of uncertainty 
in an ever-globalizing, placeless lived experience. “Cultural anxiety and tur-
moil” are a consequence of the effects of globalization—people are becom-
ing unsettled because they feel they are losing links to their local or national 
communities (Lieber & Weisberg, 2002). While mainstream media and some 
scholarly efforts conflate populism with tribalism, this chapter examines 
digital tribalism as a pathway to reducing ontological insecurity in individ-
uals by focusing on the affective dimensions of belonging and the routin-
ization of such belonging. The chapter examines individual ontological (in)
security, rather than international relations scholarship applied at the state 
level, as the source for the search for belonging that metes itself out in digital 
materiality. To deter nefarious intentions weaponized through engineered 
digital tribalism from destabilizing material worlds, the chapter sheds light 
on ontological security theory (OST) as a theoretical framework to under-
stand the stabilizing effects produced through organic digital tribalism.
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The manipulation of ideologies, the molestation of identities, and the era 
of digital and material cancel culture is a hallmark of twenty-first-century 
public spheres. The deleterious effects on people from the manipulation of 
narratives of identity and the destruction of places and histories, understood 
as identicide (Meharg, 2001, 2006, 2011) mark uncertain times for peace and 
stability. What are digital tribes capable of? How quickly can they mobilize 
against/inside of liberal democracies? How are they being manipulated? To 
what effect? Are all questions for twenty-first-century deterrence scholars 
focused on methods for deterring actions? Also, equally important, how do 
we balance the creation and contestation of powerful competing narratives 
through private, for-profit social media platforms that simultaneously seal us 
into our online bubbles while allowing us to see the other in new frames of 
reference? Understanding ways to take advantage of and manipulate people 
through ontological- and identity-based means in the information environ-
ment may expose how adversaries shape digital tribes to achieve political, 
economic, religious, and cultural agendas. This chapter examines OST and 
digital tribalism as a way to understand why and how liberal democracies 
could be manipulated by adversaries. In reflecting on uncertain identities 
generated by the breakdown of the liberal democratic rules-based order, 
there emerge a number of broad deterrence implications in the information 
domain—namely, information operations undermining ontological security 
of the people and groups that make up a nation-state. Preliminary considera-
tions are introduced in this chapter, with a focus on the connection between 
sub-state ontological security, digital tribalism, and identicide.

The ubiquitous social media platforms of the 2000s have contributed to 
intensified focus on public engagement (Alvares & Dahlgren, 2016) while be-
ing less proficient at promoting democratic values, as shown by the results of 
European and American election results. The intrusion of the Internet into all 
facets of life has fundamentally changed the spatial aspects of the geospheres 
experienced by publics. “An individualization of civic cultures has emerged 
in tandem with the growth of mediated populism through the use of new 
technologies, with a tendency towards personalization in the public domain.” 
(Alvares & Dahlgren 2016, p. 46). This includes effects on transnational and 
diasporic identities, as well as hyper-local and new identities. “The innova-
tive affordances of new media technologies, such as social networking sites, 
podcasts, blogs, open-source software and wikis” (Husain, 2012, p. 1028), 
pave the path for an individualized civic environment (Gerodimos, 2012), 
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with engagement in the public domain being “subjectively experienced as 
more a personal rather than a collective question” (Dahlgren, 2013, p. 52). 
While these engagements can be fair and democratic, emerging organically 
through processes of informal belonging and identity groups, they can also 
be hostile and aggressive weaponizations of identity, engineered by nefarious 
puppeteers intent on manipulating publics to advance agendas. This balance 
between belonging and manipulation comes to the fore through the examin-
ation of tribalism.

Tribalism
Since the 1950s, tribalism has been understood as a distinctive reproduct-
ive organizational form based on kinship structures and “social organiza-
tions defined by ascribed traditions of common descent, language, culture 
and ideology, and reliant on the maintenance of territories and boundaries” 
(St. John, 2018, p. 5). Tribalism was part of an assemblage of discourses and 
practices that contrasted traditional societies and that was synonymous with 
agrarian, patriarchal societies with modern nation-states. Characteristics 
of tribalism included Indigeneity, kinship, and bounded territory. Other 
elements of membership included face-to-face belonging, recognition, and 
mutuality/reciprocity. Groupings shared cultural symbols, signs, and practi-
ces that ranged from the vernacular to the sacred. Western writings on tribal-
ism, and particularly its uses for rationalizing the foreign control or influence 
of faraway places, cannot be understood outside of constructions of race, 
class, and gender inherent in (neo)colonialism. Recent contributions by set-
tler colonial writers, including Wolfe (2006) and Grosfoguel (2013), show how 
colonial discourses rationalized the forcible removal of Indigenous groups 
from their ancestral lands, thereby allowing them to claim terra nullis and 
ignore the territorial claims of Indigenous peoples (Wolfe, 2006). Colonialists 
not only controlled this territory with superior military technologies, they 
also attempted to erase Indigenous knowledge by burning texts, removing 
Indigenous children from their families, and establishing residential schools. 
Some have called this cultural genocide, and others epistemicide (Grosfoguel, 
2013) and identicide (Meharg, 2001). We will return to identicide understand-
ings later in this chapter.

Tribalism is the production of safety, security, and belonging in concur-
rence with the strengthening of identity and cohering of autobiographical 
narratives. These two activities seek to reduce and minimize anxiety, fear, 
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and uncertainty in members of a tribe. The reduction of these emotions 
strengthens a sense of self, producing certainty of oneself now and in the 
future. Tribalism, in its digital form, is a conceptual haven creating a sense of 
togetherness that transcends the superfluous notion of physical connected-
ness. An alternate theory to explain the drive to enhance in-group identity is 
uncertainty reduction as a social category prototype to define a framework for 
how group members view each other and how they ought to act and interact, 
thereby rendering behaviours (including one’s own behaviours) predictable 
(Grimson, 2010; Hogg, 2001). Group members also take comfort from the 
idea that a social identity has persistence. By contrast, threats to the group’s 
continuity will cause members to feel uncertainty, which in turn can lead to 
increased conformance to group norms/prototypes, greater levels of intoler-
ance and ethnocentrism, higher in-group solidarity and cohesion, and acts 
of derogation or retaliation against the out group. Threats that generate such 
responses include physical threats (harm to group members, group structure, 
vernacular places, including homes), symbolic threats (damage to values, 
prestige, symbols, distinctiveness, etc.), physical extinction threats (destruc-
tion of the group), and symbolic extinction threats (destruction or permanent 
loss of prestige, symbols, and sacred and symbolic places) (Meharg, 2001, 
2011; Niedbala & Hohman, 2019; Osborne, 2001; Wohl et al., 2010).

With its accessibility, convenience, and popularity, the Internet has en-
abled tribalism to take on a new form and force. While in-place belonging 
exists strongly, a new form of belonging has emerged that is both placeless 
and attractive. “Digital tribalism” refers to the formation of groups in the 
digital realm centred around commonalities, including ethnic background, 
nationality, culture, hobbies, and political affiliation. The use of the word 
“tribe” is intentional, referring to the instinctive need for humans as social 
animals to recognize and bond with others that are similar; indeed, a “tribal 
level of organization is the most striking derived feature of human social 
organization,” with “no close analog in other animals” (Richerson & Boyd, 
2000). Characteristic of tribalism (as opposed to simple groupings) is a sense 
of “internal identification and loyalty,” which results in a “cohesive extended 
familyhood” (Plater, 1990). It is the intensity of this affiliation that sometimes 
causes tribalism to be cast in a negative light, with connotations of exclusion, 
suspicion, competition, and conflict. 
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Organic or Engineered Tribes?
Engineered tribes weaponize their membership through securitization, or-
ganization, and financing. No longer on a level playing field, these engineered 
tribes invoke contestation and elimination of alternative opinions: voices 
viewed as counter to a weaponized agenda are targeted and removed. This 
elimination is a form of identicide (Meharg, 2001, 2006, 2011) as the spaces, 
symbols, and people are targeted and destroyed in a form of attack that has 
moved conflict into the digital realm. Private-sector digital technologies are a 
weapon system to shape structures and agents in incalculable ways, resulting 
in intense levels of contestation that can violently erupt back into the material 
world. Technologies are not tools accessible by the state, but can be concep-
tualized as available to the highest bidder. Weaponizing tribal identity in the 
digital information domain using technologies with effects-based operations 
has brought conflict to the Internet. Online wars are less messy, easier to ma-
nipulate, and take place in a relatively plastic environment through which 
to implement policies, programs, and policing. While it is relatively easy to 
understand the religious radicalization of people through digital means, it is 
now not unusual for humanitarian-minded tribes to choose sides and escalate 
through the early stages of hostilities against their perceived contested “other.” 
Balance, fairness, and free speech are yesterday’s ideals—the new game is in-
formation control, which leads to control of people, funding, and identities. 
These new threats to democracy and freedom are advanced through auto-
cratic dictatorships functioning inside states, where they operationalize and 
weaponize identity narratives producing ontological insecurity at the cost of 
the many for the gain of a few. Information operations are rarely scrutinized 
and mostly go unnoticed by people, and this inspires a growing scholarly and 
practical interest in deterrence. Concurrently, the manipulation of publics is a 
growing marketing specialization, with companies like Cambridge Analytica 
being thrust into the limelight.

The Search for Security
People are seekers of neither routine nor certainty, but of belonging. Anxious 
publics seek belonging, choosing to find a tribe despite the knowledge that they 
might be manipulated by ads, videos, fake news, deepfakes, and incentives to 
share and retweet incendiary content. In the face of this, people still choose 
to belong together online. OST has strong relevance to our understanding of 
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this desire to belong and connect together, highlighting new modalities of 
deterrence that may contain digital togetherness where it is, online, rather 
than drawing contestation and violence into the material world.

OST suggests that identities are constructed in an ongoing, continuously 
constituted process of identification in interlinked processes of agents’ iden-
tity, narrative constructions, and their performance through practice and 
action. The need for coherence between identity, narrative, and routinized 
actions contributes to ontological security (Hom & Steele, 2020). The cor-
ollary insecurity emerges through incoherence and inconsistencies in state 
autobiographical narratives, and in the de-routinization of familiar and ex-
pected practices (Mitzen, 2006) in places or inside communities. People at-
tempt to preserve predictability and re-establish routines that remind them of 
previous practices. Analysis of how tribal routines maintain pattern and var-
iety provides insights into how synchronic routine processes are connected to 
diachronic routine processes (Feldman et al., 2020, p. 508). When routines are 
changed or broken, people go through a process of building, strengthening, 
and reassertion, seeking processes of stability. An examination of digital rou-
tine-breaking raises questions about cancel culture, digital character assassin-
ations, digital hit squads, being jailed by Facebook, or algorithmically induced 
echo chambers, to name just a few examples, and the effects of contestation 
between groups/tribes online resulting in concerns about digital tribalism in-
truding upon the material world and claiming material territory. Digital and 
social media literature examining online groups is divided between negative 
discourse and positive discourse. When they are experienced as advancing 
democracy, globalism, pluralism, or cosmopolitanism, they are good and 
more commonly referred to as communities or social justice movements, yet 
conversely, when they are experienced as advancing populism, radicalism, 
and fundamentalism, they are bad and referred to as tribal. Tribalism is not 
inherently bad, but it can lead to ideological thinking and sacred values 
that distort cognitive processing of objective information in ways that af-
firm and strengthen the views of one’s group. Such tribal tendencies lead to 
ideologically distorted information processing in any group—whether con-
servative or liberal, left or right (Clark & Winegard, 2020). Questions arise 
when observing whether organic or engineered digital tribalism is at its core 
contentious and nefarious or ambivalent and benign.
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Individual and State Security in a Digital World
Deterrence theory has been a cornerstone of strategic thinking since the end 
of the Second World War, when fears of nuclear escalation led Western states 
to focus on methods of conflict resolution that did not involve direct military 
confrontation (Freedman, 2020). During the Cold War, deterrence dogma 
was premised on the aggression of the Soviet Union, creating the dominant 
paradigm of deterrence as punishment—demonstrating to an aggressor that 
the cost of an attack would be unbearable due to the retaliation that would 
follow. However, such an attitude saw the development of scholarship on de-
terrence theory become trapped in a rigid framework of analysis incompat-
ible with rapidly evolving information, technology, and the benefit of hind-
sight (MccGwire, 1986). Only in recent decades have other aspects of deter-
rence been explored, including defensively minded strategies (deterrence by 
denial), as well as when and how deterrence can be employed (Mazarr, 2018).

The current trend has been to apply deterrence theory beyond the trad-
itional nuclear scope, taking into account the social and technological ad-
vancements of the twenty-first century. Scholars have sought to apply varying 
deterrence theories to new modes of conflict, resulting in a mass of new litera-
ture in areas such as counterterrorism (Trager & Zagorcheva, 2006). Most re-
cently, deterrence in cyberspace has captured the attention of researchers, but 
whether it will last long in the limelight is a matter of much debate (Schulze, 
2019). While the literature has largely focused on military networks, govern-
ment databases, and other state-level digital structures as the prime battle-
fields of cyberspace, the sub- and supra-state levels have yet to be explored in 
depth. 

“Digital tribalism” describes the creation of socially cohesive groups in 
an online space. Tribes can be founded from commonalities—for example, 
shared cultures or hobbies—leading to a strong sense of kinship between 
tribe members. This can pose a security threat, as platforms for individuals to 
congregate with like-minded peers may create an environment encouraging 
radicalization. Tribes can create connections within and/or across borders, 
and within their closed communities disseminate extremist views; for ex-
ample, many Islamist and far-right groups who feel that they have lost their 
identities through globalization resort to using digital tribes to spread their 
ideologies (Abbas, 2017). Misinformation in such closed communities spreads 
in a virus-like fashion, misleading members and inciting them to potentially 
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violent action (Cronkhite et al., 2020; Lewandowsky & Smillie, 2020). Thus 
it is important to understand how to identify the role digital tribes play in 
cyberspace, when they become dangerous, and how to prevent them from 
becoming a threat to national security.

Interactions between users on social media mirror those in real life, lead-
ing to the formation of communities composed of distinct groups, intermedi-
aries, and follower networks (Przemyslaw et al., 2012). The need for communi-
cation and connection through digital means is a growing global trend. In the 
United States, approximately 75 per cent of households have Internet access, 
with seven in ten Americans using social media (Pew Research Center, 2021a, 
2021b). Studies of African countries, where the number of households with 
Internet access is below 20 per cent, cite social media as a primary motivator 
for increasing Internet adoption (Stork et al., 2013). One would assume that 
with lower Internet access and social media participation compared to other 
countries, digital tribes would have less influence in such areas. This is not the 
case: tribes have caused just as much national upheaval in Africa through on-
line congregation and the spreading of misinformation as their counterparts 
in the United States. For example, fake news sites and troll armies of Twitter 
users, coordinated by public relations firms, were used to spread narratives 
about the South African president, with such tweets receiving thousands of 
interactions through circulation within the troll army. These high engage-
ment numbers imply to outsiders the legitimacy of the information being 
spread (Wassermann, 2020).

I wish to amplify the apparent asymmetry of tribalism’s two spatial 
imaginaries, the material and imagined processes and outcomes of belong-
ing-seeking, in order to suggest that, in their unlikely compatibility and 
alignment, something critical about how deterrence operates above and be-
neath the state is to be gleaned. To comprehend digital tribalism’s belong-
ing-making potential and limitations for producing ontological security, we 
require deeper understandings of how they become meaningful, how they are 
felt/sensed, and how they are (re)produced in, and as part of, everyday iden-
tity narratives of political, economic, and cultural belonging. As we progress 
through the twenty-first century, how will tribalism continue to evolve and/
or be deterred?
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Tribalism in the Twenty-First Century
In recent years, the subject of tribalism has had a renaissance of sorts, in-
creasing its cross-disciplinary appeal. Contestation of the other can lead to 
increased anxiety culminating in degrees of cultural intolerance, and ex-
posure to other groups, world views, cultural objects, routines, and more 
can be accelerated and appreciated in the intensively interconnected world 
of the twenty-first century (Karim, 2020). The contemporary variant is nei-
ther related to collectivities based on kinship structures nor anchored to a 
territorially bounded space. Current iterations use tribalism to understand 
such phenomena as political polarization (Chua, 2018; Hobfoll, 2018; James, 
2006; Mason, 2018), nativism, white nationalism, extreme xenophobic in-
tolerance to difference and populism. Chua (2018), for example, contends that 
American political tribalism as manifest in partisan polarization and polit-
ical dysfunction in Washington threatens to fragment and weaken the social 
cohesion of the state—once comprised of a super group, one whose narrative, 
while critical to the coherent autobiographical narrative of the people making 
up the nation-state, is often ignored, contested, or outright unknown by for-
eign interveners or the institutions making up the liberal democratic rules-
based world order. Chua draws parallels with the Robbers Cave experiment 
by Harvard social psychologist Muzafer Sherif in 1953, when researchers 
divided boy campers into two groups and orchestrated situations designed to 
provoke mutual distrust and animus.

 However, the Robbers Cave experiment was preceded by an experiment at 
Middle Grove, which Sherif chose not to publish because the findings under-
mined his preferred narrative (Perry, 2018). In this earlier experiment, two 
groups of boy campers chose to co-operate rather than turn on one another, 
despite deliberate efforts on the part of Sherif ’s team to prompt competitive 
and vengeful inter-group behaviours. Partly because they had come to know 
and befriend one another prior to the experiment, the boys co-operated to 
uncover the source of a series of hapless incidents (Perry, 2018). Adding to 
these dynamics are shared loyalties to persons, whether political or popular 
chieftains, and concepts evoked and maintained through affects and emo-
tions. Members of digital tribes, unlike the Middle Grove and Robbers Cave 
subjects, do not typically know each other in person, but shared affects cre-
ate a strong sense of belonging between and among members, compelling 
them in contexts of nationalism to bridge the divide between the material 
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and digital worlds to lay claims in both (Duile, 2017, p. 252; Janowitz, 2009). 
Similarly, those in contexts of leisurely pursuits (sports, for example) have 
created a safe belonging space for participants to escape from society and 
produce a territory to defend (Baumann, 1996; Delanty, 2011; Hayday et al., 
2021; Kauss & Griffiths, 2012). These social, psychological, and political re-
search experiments suggest that organic tribalism itself is neither inherently 
competitive nor violent; rather, the contextual conditions create a permissive 
environment for these behaviours and the potential weaponization of people 
to achieve political, economic, and/or cultural agendas.

An Appeal to Emotion
A tribe’s interpellation of political discourse to their publics must resonate 
within tribe members’ affective dimensions of their personal life-world and 
enhance their autobiographical narratives or suffer rejection. Note that dis-
courses are usually built on simplifications and strong emotional appeals 
(Alvares & Dahlgren, 2016). All information is potentially politicized and 
rendered vulnerable to malign intent (Waisbord, 2018). Political discourse 
embodies rhetorical dimensions that speak to citizens’ emotional sides, and 
populist agendas in Europe are no different; political engagement per se would 
not take place were it not in part driven by affective dimensions (Alvares & 
Dahlgren, 2016; Dahlgren, 2006; Papacharissi, 2015), and instant communi-
cation between members of digital tribes, facilitated by social media, to incite 
escalation into real-world mass mobilizations. Emotionally driven narratives 
describing a trigger event can provoke action in material worlds. Following 
the death of George Floyd, for example, trending hashtags on Twitter and 
memorial posts on Instagram were used to quickly coordinate mass protests. 
Social media allowed users to communicate quickly with each other while 
also evading detection, as calls to stage protests would be posted and removed 
in the course of a single day to make developments difficult for authorities to 
track (Heaney, 2020). Thus it becomes easy for the puppeteers of contrived 
belonging and engineered tribalism to use social media to turn the Internet 
into a massive, anonymous, and instant protest organizational body, which 
is almost impossible to track or prevent by local authorities. Ergo, thousands 
of online users can band together over an emotionally charged topic and at-
tempt to exact justice in the material world. This is worsened when influential 
users weigh in on issues, broadcasting calls to action to their large follow-
er bases and increasing the likelihood of action. While this sometimes has 
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positive consequences, such as the firing of an employee for a racist tirade 
in public, it can escalate into violent attacks and material damage of other 
identity groups, as with the razing of over two dozen churches in Canada fol-
lowing the discovery of mass graves outside residential schools. Additionally, 
the 2021 Capitol riot in the United States was orchestrated by groups on 
Twitter, Facebook, and Parler over the course of months. Prior to the riot, 
subgroups had already formed to coordinate rallies, plan travel routes, collect 
funds, and identify targets (Atlantic Council Digital Forensic Research Lab, 
2021). Psychological factors influenced the groups’ ability to collaborate and 
carry out an armed attack: followers of political leaders with authoritarian 
personalities tend to have a preference for aggression, and are more willing 
to legitimize actions going beyond normative expectations (Petersen, 2020). 
Later studies showed that there was an enhanced correlation between the par-
ticipants in the riot and members of Trump-supporting communities that 
perceived themselves to be socially isolated (Van Dijcke & Wright, 2021). In 
essence, members of digital tribes that feel threatened may be more motivated 
to resort to acts of violence as a twisted means of self-defence, especially when 
the tribe is formed around an extreme political cause. Orchestrators lurking 
behind engineered tribes can operationalize and harness trigger events for 
ideological gains.

Ontological (In)Security
Ontological security scholars have been influenced by Gidden’s structuration 
theory (1984, 1991), which draws on the work of R. D. Laing’s understand-
ing of security of the self as that which denotes a state of confident auton-
omy (2010). From this understanding, Giddens defines ontological security 
as “confidence or trust that the natural and social worlds are as they appear 
to be, including the basic existential parameters of self and social identity” 
(Giddens, 1984, p. 375). Giddens contends that, through social interaction, 
individuals learn the rules and codes of conduct, which guide predictable and 
routinized behaviours, and render fear and anxiety manageable and consti-
tute self-identity. Routinized practices make life knowable. However, when 
conditions change to the extent that the future is no longer knowable and pre-
dictable, whether due to forces beyond an individual’s control, or the result 
of decisions and actions by an individual, a person experiences ontological 
insecurity. Since persons exercise agency, they are not totally under the whim 
of forces outside their control or of their own making. They may act in ways 
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that attempt to restore the status quo, or to create routinized behaviour and 
practices. Both courses of action are designed to restore a knowable, predict-
able future in which reassurance emerges, and anxiety is mitigated.

In their study on ontological insecurities and the politics of populism, 
Steele and Homolar (2019) expand on Giddens’s ideas by describing the psych-
ological need for continuity as the gateway for populist politics that leverages 
promises to regenerate and reinforce past notions of spatialized belonging 
and inclusion, in particular when agents experience trauma and anxiety. Self-
identity consists of the development of a consistent feeling of who one is in 
relation to others, offering biographical continuity in which an individual is 
able to sustain a narrative about oneself and answer questions about doing, 
acting, and being, informed from a bifurcated reality of us and others.

International relations (IR) scholars have drawn on this concept of onto-
logical security from the fields of psychology and sociology to understand 
state and interstate relations and to scale up the analytical level from the indi-
vidual to the state and interstate relations. While traditional realist approach-
es focus on the politics of fear under conditions of anarchy, ontological sec-
urity scholars are careful to differentiate fear from anxiety. They define fear 
as an emotion that is directed at a specific object, such as the death of one’s 
child, or business closures enforced through COVID-19 pandemic politics or 
the threat of violence from a transnational terrorist group such as al Qaeda 
or ISIS, which elicits a fight, freeze, or flight response. In contrast, anxiety is 
a psychic condition or mood associated with uncertainty that can trigger a 
range of emotions and responses not limited to fight/freeze/flight. Attention 
to anxiety derives from the view that anxiety is increasing in the context of 
human displacement and migration, employment precariousness, and global 
inequality linked with globalization, climate change, pandemics, and digital 
technologies (Kinnvall, 2004; Kinnvall & Mitzen, 2018). 

States defend against ontological insecurity with a range of behaviours. 
These include a turn toward authoritarianism and populism, as evidenced by 
the electoral victory of the Law and Justice Party in Poland and slogans like 
“Take Britain back again” and “Make America great again” by Brexiteers and 
Trump supporters, respectively (Browning, 2019; Kinnvall, 2018). Anxiety is 
also linked with othering and scapegoating, in which groups are named as 
a threat to the nation’s imagined identity, prompting hard-line foreign af-
fairs and security policies with regard to immigration and border control. 
Examples of extreme security policies include the so-called Muslim travel 
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ban in the United States, the construction of border walls and fences in Israel-
Palestine, the US-Mexico border, and Hungary’s fence in the context of the 
migration to Europe. Scapegoating is not limited to groups like migrants 
and refugees but extends to philanthropists like George Soros and Bill Gates 
through anti-Semitic or conspiratorial campaigns. Anxiety is also linked 
with the concept of a risk society (Beck et al., 1992) and efforts to identify and 
manage national and transnational risks.

The second-generation scholarship attempts to overcome the reliance on 
Giddens’s ideas about ontological security, particularly his emphasis on the 
need to maintain psychological well-being and avoid existential anxieties, 
which centre on stasis and cannot fully account for change. Kinnvall (2018) 
moves away from Giddens’s approach of ontological security as a security 
of being in favour of a focus on ontological security as a process of becom-
ing (2018). Connecting to process relational philosophy, we can understand 
tribes, their members, and the geoscape in which tribes are (re)produced and 
maintained as being in various states of subjectivity and digital materiality.

Current examinations of ontological security through an IR lens are 
pushing the boundaries in a number of directions relevant to this chap-
ter. Looking at the first boundary—the under-specification of unconscious 
processes—Cash (2020) employs a psychoanalytic approach to explore un-
conscious defences against anxiety. Cash makes reference to Isabel Menzies 
Lyth’s 1960 case study of the norms and rules of behaviour governing nurse 
conduct in a UK hospital to defend against the anxieties evoked in the 
process of executing their care duties to ill and terminal patients. Menzies 
Lyth argued that nurse trainees adopted routines and practices to socialize 
themselves to manage such anxieties. These included minimizing patient 
contact, maintaining strict hierarchies and deference to superiors, restricting 
independent judgment and discretion, and limiting any sharing of feelings 
about their work with experienced staff. Cash sees this as “a cultural rep-
ertoire, predominantly encoded with psychic mechanisms of splitting and 
projection, organized role-identities, practices, emotions, and social relations 
in order to support the ontological security of nurses who regularly have to 
deal with anxiety-provoking situations” (2020, p. 315).

Another boundary is the tendency of proponents like Mitzen (2006) and 
Steele (2008) to focus on the actions of actors to preserve their self-identity 
and restore or protect ontological security. Browning and Joenniemi (2017) 
argue ontological security scholarship is prone to collapsing notions of self, 
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identity, and ontological security. By focusing on how perceived threats to an 
actor’s established identity undermine their ontological security and ration-
alize security moves to defend and reinforce self-identity, securitization is 
equated with moves to enhance stability, and de-securitization is linked with 
instability. But since identities are always in flux and “never fully stable, settled 
and complete, the promise of stability in securitization practices is illusory” 
(Browning & Joenniemi, 2016, p. 34). Browning and Joenniemi argue that it 
may be more productive to understand how actors come to self-identify and 
articulate identity claims instead of emphasizing identity stability. Instead, 
they argue that “more focus is needed on how reflexivity towards identity is 
also central to ontological security . . . [and that] desecuritization—and not 
just securitization—may be central to re-stabilization processes” (Browning 
& Joenniemi, 2016, p. 34). 

An overview of related arguments (Kinnvall & Mitzen, 2020, pp. 251–2) 
suggests that when ontological insecurity is experienced, there are options for 
the anxious and fearful, producing a reflexive opportunity to engage uncer-
tainty and dwell in ambivalence (Cash, 2016; Kinnvall, 2018; Solomon, 2015). 
“The amorphous, ambivalent character of politics, while often frustrating for 
analysts, is also a long-term strength for democracy, allowing citizens to en-
gage, participate and ally themselves in ever-new constellations” (Alvares & 
Dahlgren, 2016, p. 51).

Lastly, ontological security studies in IR have scaled up the work to the 
state level but have not adequately addressed the international level (Rumelili, 
2020). For this chapter in particular, understanding the production of anxiety 
and belonging-seeking at the supra-state level will be an area of further re-
search relevant to engineered digital tribalism and the deterrence of negative 
effects of such belonging.

The need for ontological security, a sense of continuity and order, is deep, 
and attachment to routines is profound and universal. Change to an individ-
ual’s established routines can be disruptive, ranging from something as sim-
ple as a highway detour to something more complex like the arrival of a new 
baby, loss of employment, or homeschooling during the COVID-19 pandemic. 
Empirical research in various areas of social psychology confirms that uncer-
tainty generates identity insecurity, which is resolved through routines. The 
basic insight of anxiety/uncertainty management (AUM) theory, for example, 
supported by experimental work, is that uncertainty is both a cognitive and 
affective problem (Grinson, 2010; Hogg, 2001). Humans need to make sense 
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of their world, and when there is insufficient information or meanings are un-
settled, individuals suffer anxiety. “When ‘normal’ expectations are not met 
. . . reactions are anomic and demonstrate confusion. Ontological security is 
the mechanism individuals employ to get on with their daily lives” (Steele & 
Homolar, 2019, p. 215). Ontological insecurity produces existential anxiety.

Identicide
When identities and autobiographical narratives are disrupted, various forms 
of insecurity emerge. This can be intentionally induced through identicide: 
the deliberate, systematic, and targeted destruction of one’s established 
places, symbols, objects, and routines, including ideas, values, and aesthetica, 
and other cultural property that represent the identity of a people, with the 
intent to erase the cultural narrative and memory of that people, demoralize 
a population, absorb it into another cultural/political verity, or to rid an area 
of that people altogether (Meharg, 2001, 2006, 2011). 

Identicide can include the calculated targeting of the places and objects 
that hold identity for a contested group, but also the intentional targeting 
of places and objects in cyberspace—namely, elements of digital materiality 
that generate meaning for people online. Identicide is more easily observed 
in the destruction of physical buildings and symbolic objects, limiting the 
ability of an identity group to carry out well-established and important rites 
and practices, and arresting and harming individuals who are responsible for 
maintaining and passing down crucial societal information, oral histories, 
and customs. It is less easily detected, while no less harmful to people, in the 
destruction of intangible digital-material aspects of modern life that generate 
life-worlds and contribute to ontological security. The destruction, suspen-
sion, and manipulation of online content, digital assassinations, bullying and 
vilification of ideological views and sacred values, disappearance of truth 
and the generation of deepfakes produces levels of anxiety in people, and the 
results of such destruction can trigger ontological insecurity in individuals, 
groups, and entire nations and states. Identicide is a precursor stage of geno-
cide but does not necessarily result in genocide. As a conflict strategy it delib-
erately targets and destroys the cultural elements of a people through a variety 
of means in order to contribute to the eventual acculturation, removal, and/or 
total destruction of a particular identity group, including its contested signs, 
symbols, behaviours, values, heritages, places, and performances. Identicide 
is the intentional killing of the relatedness between people and place that 
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eliminates the bond underpinning individuals, communities, and national 
identities. Identicide takes many forms but serves a single function: to nega-
tively affect the relationships between people and their places (Meharg, 2011), 
whether these places exist in the physical world, the imagined world, or the 
digital world. The resulting condition of anomie destabilizes one’s sense of 
the future, and this leads to inconsistencies in actions, attitudes, and social 
behaviours. When important places and symbols, as well as their digital-ma-
terial counterparts online, have deep cultural meaning and are intentionally 
targeted and destroyed during periods of contestation as a strategy to rid an 
area of a marginalized people and to reduce their cohesion, ontological sec-
urity becomes a useful framework for understanding strategies that secure 
identity and offer a certain future for affected peoples and their tribes.

Yet the implications of human behaviour and identity on stability and the 
wider security dimension have frequently been disregarded by those seeking 
to assess a situation and to potentially intervene. By making alternative per-
spectives, identities, histories, and narratives invisible, identicide effectively 
negates the presence and value of others, and allows for their reconstruction 
in a manner that is untethered from existing structural and socio-cultural 
realities. Negation is a necessary precondition for reconstructing identities 
in specific ways. It is through routines and relationships and narratives that 
identities are constructed (Mitzen, 2006; Subotić, 2016). Identity has two in-
strumental aspects—in other words, it has a form expressing agency. This 
agency can then turn into action when there is a threat or a perceived notion 
of a threat. Therefore, it is critical that the discussion-to-action transition is 
deterred.

Deterrence and Digital Tribes
Attempting to provide oven-ready policy prescriptions that represent effective 
deterrence in the context of all “digital tribes” is far from a fruitful approach. 
The complexity of these tribes and the threats that they may pose is such 
that one cannot hope to cover the necessary degree of tailoring strategies in a 
single chapter. Nevertheless, this section will use some of the core principles 
of deterrence theory to explore the broad contours of key considerations in 
shaping a deterrence posture in direct reference to digital tribes. 

The definition of deterrence has been given in too much detail elsewhere 
to reiterate here, but it is worth noting that the “fourth wave” of deterrence 
research has led to “new constructivist and interpretive scholarship that 
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explores the practices of deterrence” and that acknowledges the social con-
struction of deterrent strategies (Lupovici, 2010). This acknowledgement of 
identity and ideology as a point of serious consideration in relation to deter-
rence is of particular importance in this case. It is also crucial to note that 
deterrence is inherently relational. That is, deterrence posture is connected to 
place, actors, and action. What deters in one relationship between adversaries 
cannot be assumed to deter in another, and an action that one actor perceives 
to be necessary to deter may not be mirrored by another actor. It is also un-
avoidably connected to the concept of costs and cost imposition. Even if a 
necessarily broad understanding of “costs” is used, deterrence is predicated 
on one actor deciding that the costs associated with accomplishing a certain 
action are either greater than the anticipated benefit, or that the response to 
that action, even if the action were to be accomplished, would impose such 
costs as to render the initial action unwise (Gray, 2000). The nature of these 
costs may be diverse, and what is considered “costly” can differ spectacularly, 
but it is here that the confluence of perceptions of belonging, digital tribalism, 
and the mitigation of threat occurs.

It is evident that digital tribalism and its psychological effects on identity 
building can be highly influential in pre-emptively dissuading an aggressor 
from taking action. Interference with a group’s sense of self can pacify ag-
gression, interrupt communication, or (de)construct identities. Such conse-
quences reflect deterrence attributes such as fear (fear that digital tribes will 
be disrupted and coordination made impossible), denial measures (creating 
a stronger digital tribe that is a repository of information and seems futile to 
attack), and cost-benefit analysis (having a digital tribe disrupted in retalia-
tion for an attack) (McKenzie, 2017). 

There are, therefore, three key questions associated with deterrence and 
digital tribalism. While they may seem straightforward, their articulation is 
central to understanding an appropriate deterrent posture: (1) Who is to be 
deterred? (2) What actions are we intending to deter? And (3) what costs can 
be leveraged on a digital tribe? 

The action to be deterred is not simply stand-alone behaviour, but part of 
a continuum (Mazarr et al., 2018). The behaviours leading to this point may 
not be desirable or considered reasonable, but they are nevertheless (at worst) 
tolerated, and it is a particular action that is the focus of deterrence. This 
provides an opportunity to make a warning signal to turn a digital tribe from 
continuing their route toward physical violence prior to the threats central to 
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the deterrence posture being carried out, but also necessitates a conversation 
about the extent of action or conversation that is allowed to occur. Thus, one 
could posit a posture that attempts to deter the formation of any or all digital 
tribes. This would be challenging, but in theory it is an arguably robust ap-
proach to preventing existing social orders from being broken down. Perhaps 
more reasonably, one could seek to deter digital tribes from considering or 
discussing the use of violence in the physical realm. While it would undoubt-
edly be to the benefit if no one within a digital tribe realistically conceived 
to use violence to advance their aims, in practical (and clichéd) terms, talk is 
cheap. The real harm of the discussion of violence in itself is, in short, limited. 
Setting aside the potential requirement that violent action requires discussion 
prior to its use, where the discussion of violence becomes actually problematic 
for digital tribes, and therefore the key focus of deterrence, is the potential 
crossover from the discussion of violence to its manifestation in a material 
environment. As such, we must conceive of the costs that a digital tribe can 
impose as an amalgam of drawing individuals into the tribe to the extent 
that they consider themselves in opposition to the identity narrative of the 
state, and radicalizing such individuals to the extent that they take physical 
and violent action against the state. The recruitment and development of the 
digital tribe may be problematic in eroding what unity exists within a state, 
but it is the violent action that is the absolute focus of the deterrence. 

Similarly, we must think of the threatened imposition of costs that com-
prise deterrence as actions that would disrupt a member of the digital tribe, 
or the tribe as a whole. The costs to be imposed on a digital tribe can therefore 
fall into three categories: (1) those that affect an individual member; (2) those 
that affect intra-tribe bonds; and (3) those that affect the material ability of 
the tribe to effect its desired goals. The influence of all three of these in certain 
scenarios is discussed in more detail below.

Deterrence and deterrence theory encompasses a multitude of facets and 
approaches, but it is two core (and interlinked) pairs of precepts that must 
remain the focus of consideration here. The first pair relates to the form of 
deterrence that is to be leveraged—deterrence by punishment, or deterrence 
by denial (Mazarr, 2018). In practice, of course, it is rare for one to occur 
without the other, but in dictating a deterrent posture one may lean more 
heavily on the communication of an ability to defend oneself, or the abil-
ity to counter-attack. Parsing these two approaches in isolation is helpful in 
illuminating the nature of the threat posed by digital tribes and the most 
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efficient deterrent posture in this context. The second pair underpins the way 
in which deterrence is successful. Returning to the decisional basis of the 
theory, the deterree (in this case, the digital tribe) must decide that their ad-
versary has the capability and resolve to carry through the threats signalled 
by their deterrent posture (Jarvis, 1976). Obviously, if these threats are actual-
ly carried out, then deterrence has failed, but successful deterrence requires 
a belief that the deterred action would be carried out, and impose significant 
costs if done so. Thus, whatever strategy or posture is adopted to deter digital 
tribes, it must be feasible and realistic.

Deterring Digital Tribes by Denial
Deterring by denial, that is, demonstrating that the costs incurred in con-
ducting a particular action would outweigh the benefit (either because the 
target is resilient and the action would not produce the intended psychologic-
al or strategic outcome, or because the targeted actor would not allow the 
action to occur at all), inherently provides the more normatively acceptable 
policy approach—since, in principle, wielding a shield against which an ad-
versary’s attacks will founder has fewer negative connotations than the use of 
the sword to impose direct costs on an adversary, even if this is in response 
to their attack (Snyder, 1960; Wilner & Wagner, 2021). Similarly, it is pref-
erable to deter through the ability to prevent an attack, rather than rely on 
the retaliatory imposition of costs—in the case of deterrence failure (that is, 
the adversary takes the action that one has attempted to deter), denying the 
adversary the ability to accomplish their goals would, in all likelihood, mean 
that one has not had to weather significant costs.

However, deterrence by denial brings with it some particular challen-
ges. First, there is a universal inability to accurately ascertain whether the 
defences that one has in place are, in fact, sufficient to deter, let alone defeat, 
an adversary’s attack. Second, violence does not generally occur with abso-
lute suddenness, but is a product of a longer arc of behaviour that culminates 
in such action. This raises questions about identifying the moment at which 
deterrence has failed and pre-emptive action is required. In this case, the 
challenge is about knowing when violent online discourse will be turned into 
violent action, or how long the deterrent posture will hold such action at bay.

That said, deterrence by denial in the context of digital tribalism may be 
worthwhile. The resiliency approach may not, however, be efficacious. The 
act of physical violence in itself can have a meaning beyond the damage that 
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it causes, delineating even more clearly the “other.” Thus, even if a digital 
tribe conducted an action that caused significant destruction, merely demon-
strating that the destruction made no meaningful difference to the routines 
of the attacked party may not deter similar future actions, regardless of the 
response. 

In deterring by denial, we must therefore look to the threat of pre-
emptive action. In this case, such a posture relies on the ability to monitor the 
communications of digital tribes and successfully identify the key moment at 
which the threat is bound to become realized. As noted, this is a difficult task. 
Nevertheless, by threatening the disruption of groups through the removal of 
key individuals (permanently or temporarily) from engagement with others 
within the tribe, or removing equipment if there is an expectation of immin-
ent violence, it is possible to ensure that potentially dangerous digital tribes 
steer clear of violent action in the material world. The individualized effects 
of violence in the digital world is thus far not fully understood by sociologists, 
cultural geographers, and ethnographers, to name but a few, and therefore 
will have to await future diagnosis with regard to deterrence. For now, we can 
rely on understandings of violent action in the material world. In an example, 
the challenge of disrupting groups in the United States through the remov-
al of guns is, of course, rendered more difficult due to Second Amendment 
rights, but the belief of the deterree that the deterrer has an ability to impose 
costs through actively pre-empting an attack can be a powerful disincentive 
to commence preparation.

Considering the possible success of such actions requires turning to the 
potential ability to signal capability and resolve to effectively pre-empt the 
transition to physical violence. Such capability must be demonstrated across 
three levels. The first is in the ability to monitor the communications of the 
digital tribe in order to ascertain the shift in likelihood of physical violence. 
The second is the ability to take action against individuals within the tribe. 
The third, more broadly, is the ability to effectively coordinate knowledge 
and action across what have traditionally been understood to be intelli-
gence boundaries. Part of the distinction of digital tribes is their potentially 
cross-national structure. This is not totally unique—the emergence of terror-
ist groups and other non-state military actors has followed a similar trajectory 
in recent years—but digital tribes represent a slightly new challenge. While, 
at least in the West, terrorist organizations have been universally condemned, 
or at minimum understood to be dangerous actors, understandings of the 
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actual goals of, and threats posed by, a digital tribe may differ between the 
various state actors that play a role in deterring their transition to violence. 
As such, coordination is likely to be not only a matter of security and logistics, 
but also of delicate negotiation that must take into account distinctions in 
political, economic, religious, and social cultures.

It is also worth considering the normative and practical challenge of 
monitoring the communications of a digital tribe. The well-acknowledged 
labyrinth of secure digital communications and complexity of symbolism 
can make the identification of centres and trajectory of discourse difficult 
(Parker et al., 2019), exacerbated by the disruption of platforms that forces 
groups into different online locations. 

Capability is demonstrated by indicating an ability to intercept com-
munications before they reach a critical or dangerous stage. This raises a 
further challenge in “tipping one’s hand” to potentially dangerous actors. By 
indicating that a particular channel of communication is monitored, rath-
er than convincing them of the futility of planning an attack, it may simply 
cause a shift to another, unknown, channel of communication. Similarly, 
overt monitoring of communications could further strengthen the bonds 
between digital tribe members, even if no further action is taken, creating a 
more dominant framing of the tribe as outsiders who are viewed with suspi-
cion, if not hostility.

Signalling the capability to take action against individuals within the 
digital tribe and/or digital objects owned by the tribe can only occur through 
demonstrated action. This is a challenge for deterrence, which is fundamen-
tally about not performing the threatened action. Nevertheless, if the poten-
tially dangerous digital tribes are viewed as discrete units, then the successful 
interdiction of one tribe (and thus the failure of deterrence in that case) could 
potentially deter others from taking similar steps. Such action would also be 
a key demonstration of resolve, signalling that a state is willing to take pre-
emptive action despite the legal and normative justifications that such action 
would require in the post-event environment.

Deterring Digital Tribes by Punishment
Perhaps the more traditional understanding of deterrence, particularly with 
regard to strategic nuclear weapons, rests on the concept of punishing an ac-
tor for taking the action that was the focus of deterrence, such that the costs 
imposed vastly outweigh the benefits of the action. Punishment in the context 
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of digital tribes could focus on individuals, but unlike the “denial” approach, 
it may also target the digital tribe more broadly. That is, the punishment for 
translating violent discourse into violent action would be the obliteration of 
that tribe or the erosion of its identity such that it no longer exists as a mean-
ingful actor.

This is, however, a simplistic response, paralleling the attempted deter-
rence of terrorist groups (or other non-state violent actors) whose existence 
has been characterized by physical violence through selectively punishment 
of particular individuals and/or the group as a whole. The literature on 
leadership decapitation indicates that this is not universally helpful (Jordan, 
2009). Although the threatened punishment of leaders for violent actions 
should not be discounted as a potential deterrent, this does not appear to be a 
particularly straightforward or effective mode of punishment. Particularly on 
the understanding that a digital tribe has developed organically, punishing 
leadership is rendered more challenging by a potential lack of an identifiable 
hierarchy or leadership. While ideas and symbols may be communicated, this 
does not necessarily occur within the forms of structures that have emerged 
in governments or among non-state actors. One current example of this is the 
incel movement, a roughly aligned digital tribe whose members have con-
ducted a number of violent actions, but for whom there does appear to be a 
central hub of coordination (Brzuszkiewicz, 2020). Punishment is therefore 
meted out only to those who conduct violent actions. However, in the context 
of digital tribes who share a common understanding that their cause tran-
scends individuals, or in the context of a digital tribe who believes that the 
costs they impose on another group, regardless of a member’s own destruc-
tion, may create a martyr, rather than a deterrent.

As such, the solution would appear to be the punishment of the digit-
al tribe as a whole, the forcible dissolution of bonds that link members of 
the tribe, thereby preventing their reconnection so as to undermine the re-
inforcement of beliefs. Such an act would be, to all intents and purposes, a 
form of identicide. In some cases, such action may not appear to represent a 
particular problem, but these seemingly clear cases veil the true normative 
challenge: At what point does the violent actions of one individual within a 
digital tribe necessitate the entire tribe’s complete destruction? The forcible 
removal or alteration of identity is an action that should not be entered into 
lightly. The destruction of a digital tribe is also given a further level of com-
plexity due to the speed with which everyday or common symbols can be 
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co-opted and internalized as part of a particular identity, without necessarily 
requiring conversion into physical objects. Preventing connection between 
members is therefore a significant challenge, and when achieved, may induce 
higher levels of anxiety in members, contributing to insecurity writ large.

In addition, once again the threat of punishment, if not communicated 
effectively, may be counterproductive. The uniqueness of the digital tribes 
in relation to the way in which they create or develop a sense of belonging 
that transcends physical space allows for the carving out of a distinct sphere 
of influence and tight bonds of belonging between members. Once created, 
this bond’s potential destruction is an act of considerable violence, and may 
further inculcate a perception of shared otherness. In combination with the 
perception that the tribe to which they belong holds a unique position of 
normative or social rightness, its threatened destruction can provide further 
confirmation of members’ position within existing social frameworks, and 
the threat may further strengthen bonds or result in pre-emptive attack. 

Consequently, demonstrating capability and resolve to destroy such tribes 
is a considerable challenge. Again, it may be helpful to view digital tribes in 
distinct silos, and to understand that the destruction of one may deter others, 
but measuring the likely effectiveness of this is extremely difficult. Despite 
these challenges, deterrence is critical, particularly given the disconnect be-
tween certain digital tribes and Western society, and the possibility of the 
spillover into physical violence in the material world.

However, the nature of tribalism and the acceptance in the West of the 
value of, and right to, alternative viewpoints also necessitates the considera-
tion of parallel approaches. Deterrence must always be seen on the spectrum 
of (inter)action that spans persuasion and compellence. If we can accept an 
understanding of the basis of these tribes that stems from a perception of a 
lack of belonging, it is also possible to conceive of an approach that involves 
persuasion whereby the group is not perceived to be an other and an under-
standing their networks of belonging are at least tangentially connected to 
those of the state. 

Of course, we cannot condone the existence of groups that advocate vio-
lence against us, nor should this involve even a tacit acceptance of the values 
of a digital tribe deemed fundamentally at odds with our own. Nevertheless, 
without going so far as to promote a fully global community (which indeed is 
a cause of some concern to certain digital tribes) it is only through creating a 
sense of unity in diversity that the possibility of violence can be reduced. The 
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threatened imposition of costs alone can provide only limited comfort that 
the transition from violent discourse to violent action will not occur.

Conclusion
People experiencing globalization (especially in the West) as a negative ex-
perience are seeking connection and belonging because of unconscious anx-
ieties caused by ontological insecurity. This is more than the ubiquitous call 
to “find your tribe!” Rather, it exists as the existential experience of belonging 
to a group that reinforces autobiographical narratives of identity. Evidence 
of this activity is seen with the rise of powerful leftist and rightist digital 
tribes like QAnon, European and American populist political groups, and 
COVID-19 pro-vaccination warriors, as well as social justice groups like Black 
Lives Matter, Stop AAPI Hate, and benign groups with hugely supportive fan 
bases such as YNABers (You Need a Budget, ynab.com). This type of belong-
ing-seeking with groups of like-minded people ensures the reduction—even 
the elimination—of specific threats of globalism—namely, threats against the 
hierarchy of needs expressed by Maslow, most particularly individualized 
security, esteem, and belonging. A never truly belonging state of mind can be-
come chronic. Belonging-seeking is a pathway to reinforcing a coherent sense 
of one’s autonomy and ontological security. Uncertainty of one’s future leads 
one to cling to the familiar and continue to recreate the familiar through 
material acts aimed at the routinization of belonging. In this time of social 
networking, popular social media sites are the place to find one’s tribe and to 
satisfy the need to belong.

These connections are forged through social media networks in ways that 
mirror the forging of connections in places, and they contribute profoundly 
salient elements to one’s identity narratives. Routinization of belonging to 
a digital tribe takes place online through specific, culturally contextualized 
action(s). This produces the effect of belonging. While contrived and weapon-
ized digital tribalism can advance counter-democratic processes, organic 
digital tribalism is an activity enjoyed by people who are mostly doing noth-
ing more than assuaging their deep psychological-biological need to belong. 

The connection between OST and deterrence is belonging. To reduce 
existential anxieties in fringe or marginalized groups, we must focus on re-
ducing anxieties (encouraging belonging) rather than building on fear (re-
moval of Facebook pages, cancel culture, pulling down web content). These 
are essentially undemocratic activities that lean toward identicide, and as 
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such democratic stakeholders should abstain from these actions if their pur-
pose is the deterrence of non-aligned ideologues. If marginalized, or even ne-
farious, engineered digital tribes are targeted and contested, their organizers 
may reorganize, disappear, appear. This itself is a cause of uncertainty in tribe 
members and can be at the root of belonging-seeking, and such uncertainty 
can artificially suspend—perhaps indefinitely—the satisfaction of the most 
basic of human needs. Online tribalism reduces the traditional conflict/war 
effects within the geoscape, therefore, with regard to deterrence, encouraging 
digital tribing may reduce the movement between digital and material worlds. 
While our security apparatuses are set up for conflicts in the physical world, 
much work must still be done to recalibrate these apparatuses to confront 
conflicts in the digital world, and to contain them where they derive from.

There is no singular narrative or super group, as Chua (2018) claims, but 
rather multiple complementary, conflicting struggles over identity coexisting 
in the media terrain of the geoscape. Reducing existential anxiety through 
belonging—particularly in the form of routines—is a pathway to deterring 
behaviours that, if actioned, could confine violence to discourse rather than 
action inside democratic states. Coupling material and digital environments 
creates a more permanent certainty for people. Kinnvall and Mitzen (2018) 
offer a prescription for such anxiety: “To hold existential anxiety at bay, focus 
on practices of the ‘everyday,’ such as routines and maintaining a coherent 
autobiographical narrative” (p. 245). Minimizing belonging to engineered 
tribes by exposing the nefarious intentions of orchestrators may reduce anx-
ieties related to political, economic, and cultural identity in participating 
publics, who in a manipulation process of information operations advance 
anti-democratic and anti-humanitarian agendas.

Therefore, deterrence strategists do not need to allocate resources and 
assets to understand broadly defined identities and autobiographical narra-
tives of a state, an adversary, or a digital tribe to gain an advantage. Rather, 
strategists could allocate resources to analyze the routines of tribes repre-
senting identities. In situations in which identity routines have been dis-
rupted, OST offers a lens through which to understand modalities of identity, 
narratives, and digital materiality. New renderings of tribalism as anxiety-re-
ducing mechanisms produce a psychological sense of certainty in an other-
wise uncertain state of anxiety.
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Deterrence for Online Radicalization and 
Recruitment in the Twenty-First Century

Anne Speckhard and Molly Ellenberg

In comparison with other Western countries, Canada may be considered 
relatively lucky in terms of its history of violent extremism. The Canadian 
Incidents Database identified 1,405 terrorist or extremist incidents occurring 
in Canada between 1960 and 2014, in addition to 410 Canadian-affiliated 
(perpetrator or target) terrorist or extremist incidents occurring outside of 
Canada during the same period. These incidents include bombings (46 per 
cent), facility or infrastructure attacks (24 per cent), threats (18 per cent), 
thefts (3 per cent), armed assaults (2 per cent), unarmed assaults (2 per cent), 
and others (5 per cent), and were linked to groups representing or claim-
ing to represent a myriad of ideologies (Canadian Network for Research on 
Terrorism, Security and Society, n.d.).

Canadian Militant Jihadists
Canadian militant jihadists became a focus in the twenty-first century, es-
pecially after the events of 11 September 2001. Indeed, Canada had its own 
landmark terrorist event inspired by al Qaeda that thankfully was thwarted 
before being carried out by the so-called Toronto 18. The global “war on ter-
ror” consumed counterterrorism experts in the West, including in Canada, 
though, aside from the thwarted Toronto attacks, which would have been 
of the same magnitude of those of 9/11, there have been only 6 militant ji-
hadist-inspired attacks perpetrated in Canada over the past two decades, 
with all of them inspired by ISIS and committed during ISIS’s heyday be-
tween 2014 and 2018. All were committed by so-called lone actors as well; 
these individuals did not have direct contact with ISIS members but were 
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inspired to commit violence after engaging with the group’s content online. 
Prior to September 2014, there were no successful jihadist-inspired attacks 
on Canadian soil, though 5 plots were foiled, and 25 people were arrested in 
connection to those plots, including the Toronto 18. Another 3 jihadist-in-
spired plots were thwarted between 2014 and 2020, with 4 people arrested. 
Harris-Hogan, Dawson, and Amarasingam (2020), whose research on violent 
extremism in Canada is paramount to any relevant literature review, note 
that only 3 of the 14 executed or planned jihadist attacks in Canada over the 
past twenty years targeted civilians, with the majority targeting police, the 
military, or the government. They also note that all of the attacks involving 
a single actor using an edged weapon or firearm were successfully executed; 
Canadian security services were able to thwart planned attacks using explo-
sives, but not smaller-scale attacks that did not require as much preparation. 
These plots, successful and thwarted, involved 36 individuals who were ar-
rested or killed in the course of the attacks. Another 14 Canadian domestic 
jihadists have been arrested since 2000 on other terrorism charges, including 
financing or assisting international attacks. In total, Harris-Hogan, Dawson, 
and Amarasingam identified 50 Canadian domestic jihadists active over the 
past twenty years (Harris-Hogan et al., 2020). This number pales in compari-
son to the approximately 185 Canadian citizens and residents who left Canada 
to join ISIS in Iraq and Syria as foreign terrorist fighters (FTF), including one 
who returned and infuriated Canadians by his claims made in the New York 
Times’ Caliphate podcast series.

In many ways, Canadian FTFs are similar to those of other Western 
countries, though a far greater number left from western Europe than from 
North America and their reasons for travel differ in important ways. Western 
Europe has also faced attacks perpetrated by people who trained with ISIS in 
Syria before returning home, while Canada and the United States have not. 
This is despite the fact that somewhere between 10 and 60 Canadian FTFs 
have returned home since 2017 (Wickson, 2019).  Both European and North 
American ISIS members were also recruited by the ISIS emni (intelligence) to 
train in Syria and then later return to carry out attacks at home. Interviews 
with Canadian FTFs, family members, friends, and other connected parties 
conducted by Dawson, Amarasingam, and Bain (2016) found that many 
Canadian FTFs were radicalizing and travelling to join ISIS in clusters of 
friends, primarily from larger cities. They also found that Canadian FTFs 
seemed to cite more “pull” than “push” factors in their decisions to travel to 
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join ISIS. That is, they did not feel marginalized or discriminated against in 
Canada, as many Muslims do in the West, but rather joined because they be-
lieved that it was their religious duty to make hijrah and fight jihad (Dawson 
et al., 2016). Indeed, many left at a time when ISIS was advertising itself 
as a functioning state. ISIS cadres were sending around pictures of them-
selves hanging out in villas with pools and eating well, while claiming that 
Canadians holed up in snow needed to come help their Muslim brothers and 
sisters suffering under Assad’s atrocities.

Canadian White Supremacists
Of course, militant jihadists are not the only terrorists who have posed a threat 
to Canada in the past, nor are they the only terrorists who will pose a threat 
to Canada in the coming decade. White supremacists and other far-right vio-
lent extremists are a growing threat in Canada, and indeed throughout the 
Western world. These groups have been active in Canada for decades but have 
long been underestimated. As a case in point, a study in the Canadian Review 
of Sociology (conducted in 1993 and published in 1997) concluded that “the 
political consciousness of skinheads is rooted in extreme violence and lacks 
coherence: this, combined with the structure of their groups and their hist-
ories of [personal] oppression, serves to inhibit long-term political activity” 
(Baron, 1997, p. 125). Even in 2015, another study concluded that the Extreme 
Right was a “negligible” force in Canada (Ambrose & Mudde, 2015). 

More recent research, and the testimony presented in this chapter, dem-
onstrate that these predictions were wrong. There is evidence that increased 
anti-immigrant and Islamophobic rhetoric in Canadian local and national 
politics may have contributed to a “climate of hate” that empowered some far-
right extremists, and that police and security services in Canada, as in other 
Western countries, have underestimated the threat of far-right extremists in 
comparison to militant jihadists (Perry & Scrivens, 2018). Likewise, with their 
neighbour having a president seemingly encouraging white supremacists and 
groups like the Proud Boys, vulnerable Canadians were undoubtedly also 
influenced to have a less dim view of such groups. Indeed, one study attrib-
utes the rise of white supremacist violence and hate crimes in Canada, which 
paralleled trends in the United States, to the rhetoric and election of former 
president Donald Trump, with a flyer posted on the McGill University cam-
pus reading, “Tired of anti-white propaganda? It’s time to MAKE CANADA 
GREAT AGAIN!” The article acknowledged, however, that Canada has an 
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insidious far-right history, specifically the neo-Nazi skinhead movement that 
began to arise in the 1970s, influenced by the British white power music scene 
(Perry et al., 2018). Perry and Scrivens (2015) note that far-right violent ex-
tremists in Canada, who include more traditional white supremacist groups 
(including Canadian chapters and offshoots of American groups) as well as 
sovereign citizens and some single-issue groups, often engage in non-ideo-
logical criminality, such as drug dealing and fighting (Perry & Scrivens, 2015). 
This is a key difference between white supremacist violent extremists and mil-
itant jihadists who may have histories of non-ideological crime. Whereas the 
former continue their criminality, the latter often refrain from drug use and 
criminality that is not related to the militant jihadist cause. However, there 
are plenty of non-ideological criminals who have been recruited into militant 
jihad and whose recruiters encouraged them to continue their criminal ac-
tivities against the kuffar (unbelievers), giving a share of the proceeds to the 
jihadist cause. It is also critical to note that not all white supremacy in Canada 
is imported. The Proud Boys, a far-right group that has recently gained a great 
deal of media attention, is typically identified as an American group, yet its 
founder, Gavin McInnes, is Canadian (Leichnitz, 2020). Finally, involuntary 
celibates, or incels, are often identified as part of the Far Right, given their 
misogynistic views and the overlap between participation on incel and white 
supremacist web forums. However, the incel ideology, the “blackpill,” does 
not have any white supremacist connotations (Speckhard et al., 2021). Canada 
has experienced a few incel-related attacks, including Alek Minassian’s 2018 
Toronto van attack, which killed ten people, and the government deciding 
in 2020 to charge a minor with a terrorism offence after he fatally stabbed a 
woman (Hoffman et al., 2020).

Online Radicalization and Recruitment

O N L I N E  V I O L E N T  E X T R E M I S T  A C T I V I T Y  I N  C A N A D A 

Unsurprisingly, given the ubiquity of social media in people’s daily lives and 
the increasing evidence of terrorists’ adept use of social media for radicaliza-
tion and recruitment, social media has played a role in Canadian radicaliza-
tion and recruitment. A 2018 study of Canadians involved in militant jihadist 
terrorism since 2012 found that for at least twenty-one of the thirty-two in-
dividuals for whom information on radicalization was available, the Internet 
played a role in the radicalization process. The authors found that at least 
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half of the subjects who were converts to Islam became radicalized online, 
and that at least twenty-six individuals in the sample used the Internet to 
post support for terrorism or to communicate with other violent extremists 
after they became radicalized. Combining these data, they concluded that 
“the Internet played a role either during or after the radicalization process of 
at least 76 percent (n = 39) of the sample” (Bastug et al., 2018, p. 631).

Scrivens and Amarasingam (2020) examined far-right extremism on 
Facebook, finding that those individuals whom they identified could be cat-
egorized as members of either anti-Islam or “white Canadian pride” groups. 
Both groups targeted Islam and shared Islamophobic posts, but the latter was 
more focused on condemning the Canadian government for its stance on 
immigration more generally, which were supposedly destroying traditional 
Canadian values. The study also found that these groups were not growing 
in popularity at any meaningful rate, but that they do not appear to be taken 
down by Facebook at the same rate as jihadist groups. The authors noted, 
however, that the more extreme far-right groups may not be using Facebook 
at all, and are instead promoting their ideology on platforms such as Reddit, 
4chan, 8chan, and Gab (Scrivens & Amarasingam, 2020). Likewise, it is nota-
ble that immediately following the 6 January Capitol Hill riots, Facebook 
and other mainstream social media platforms took a more aggressive stance 
against such accounts.

T H E  I M P A C T  O F  C O V I D -19

There is extensive evidence that the COVID-19 pandemic has been linked to 
increased violent extremist radicalization and recruitment online. Not only 
are people simply spending more time online during lockdowns, especially 
young people who might otherwise be in school, but the anxiety regarding 
public health and the economy has led many to search for some sense of cer-
tainty online. Indeed, there is evidence that feelings of personal uncertainty, 
related to one’s health or financial security, for instance, can increase people’s 
tendency to identify with a group that provides them with a sense of certainty 
(Hogg & Blaylock, 2011). This certainty may be provided by conspiracy theor-
ies such as those spread by militant jihadist and white supremacist groups 
alike. Such conspiracy theories and disinformation were accompanied by 
a slew of hate crimes, especially against Asian Americans during the early 
months of the pandemic (Kruglanski et al., 2020). The danger of conspiracy 
theories morphing from online communities to groups of violent actors was 
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put on full display on 6 January 2021 on Capitol Hill in Washington, DC, 
where adherents of the QAnon conspiracy were among the rioters attempting 
to stop the peaceful transfer of power in the United States (Paresky et al., 
2021).

In Canada specifically, a large study (n = 644) found that COVID-19 
risk perception was similar to that in the United States in that it was high-
ly politically polarized. Despite the fact that no members of the Canadian 
Parliament were found to be downplaying the seriousness of the virus, as 
many American legislators did, Canadian conservatives nevertheless viewed 
the virus as less severe than liberals did. Misperceptions related to a reduced 
risk perception included conspiracy theories believed by small minorities of 
Canadians. These included claims that the coronavirus was created in a lab 
(6.99 per cent), that the coronavirus was created as a bio-weapon (5.66 per 
cent), that a cure for the coronavirus had already been discovered at the time 
of the study but was being suppressed by people who wanted the pandemic to 
continue (3.57 per cent), and that the coronavirus was probably a hoax (0.62 
per cent) (Pennycook et al., 2020). Interestingly, while the QAnon conspiracy 
is largely centred around the United States government, it also has follow-
ers in other countries, including Canada. One such adherent was arrested in 
July 2020 for attempting to assassinate Prime Minister Justin Trudeau, whom 
the perpetrator believed was trying to “turn Canada into a communist dic-
tatorship.” One Canadian QAnon social media channel alleged that Hillary 
Clinton and former Canadian prime minister Paul Martin were working 
together to sell children, and that Trudeau was aware of their criminal be-
haviour (Ling, 2020).

Beyond QAnon, the researchers at Moonshot CVE (2020) found that 
there was a marked increase in engagement with online extremist content in 
Canada’s largest cities since the onset of COVID-19 restrictions. Specifically, 
weekly searches for violent far-right content increased by an average of 18.5 
per cent. Such content included podcasts by purveyors of misinformation and 
conspiracies such as Alex Jones, a Nazi-glorifying documentary entitled The 
Greatest Story Never Told, forums and social networks favoured by white su-
premacists, and high-risk searches such as “how to make a Molotov cocktail” 
and “how to join Ku Klux Klan” (Moonshot CVE, 2020).
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The Present Study
It is clear from recent research that both Canadian militant jihadists and 
white supremacist violent extremists pose a risk that has yet to be fully under-
stood. Over the next decade, online recruitment and radicalization are likely 
to become even more of a threat than they have been previously, and such 
online behaviour could translate into violent, in-person crime. Moreover, 
while the primary militant jihadist threat in Canada, Canadians joining ISIS 
abroad, appears to have abated with the territorial defeat of the Caliphate, the 
risk of an ISIS resurgence remains and is in fact growing. Thus, preventing 
future waves of Canadian domestic attacks as well as FTFs is paramount. 
The present study examines all of these risks. First, we examine the preva-
lence of online radicalization and recruitment among a sample of 261 ISIS 
returnees, defectors, and imprisoned cadres. We then explore the modes by 
which Canadian FTFs specifically were recruited to join ISIS abroad, and 
their motivations for doing so. We then provide in-depth case studies of three 
Canadian FTFs and three Canadian former white supremacists, focusing on 
what can be learned for future counterterrorism efforts aimed at preventing 
and countering violent extremism. Finally, we discuss strategies for deterring 
violent extremist radicalization. We argue that in the twenty-first century, 
with people more connected than ever through social media, efforts at de-
terrence must be widespread and well publicized, including through online 
campaigns. In Canada specifically, deterrence by denial—reducing the per-
ceived benefits of joining a violent extremist group—may be a prudent course 
of action given that many Canadian violent extremists appear to be pulled 
toward violent extremist groups by the opportunity to gain a sense of mean-
ing, significance, and purpose, rather than pushed out of mainstream society 
via discrimination or marginalization. 

M E T H O D

The present study utilizes interview data from two larger projects aimed at 
understanding the vulnerabilities, motivations, influences, roles, experiences, 
and sources of disillusionment of male and female ISIS and far-right violent 
extremist group members. The study sought to gain access to any member of 
ISIS or a far-right violent extremist group, male or female, whether a defect-
or, returnee from the battleground, or imprisoned ISIS cadre, and to then 
conduct a semi-structured, video-recorded, in-depth psychological interview 
with that person. The lead researcher worked with prison officials, fixers, 
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translators, and research associates, who arranged access to, video recorded, 
and translated the interviews. Moreover, in six cases, these individuals car-
ried out the interview in the researcher’s absence, in one case due to the ISIS 
cadre arriving unannounced, in the second due to the interviewee refusing 
to talk to a woman, and in the last four due to the COVID-19 pandemic and 
technical difficulties of achieving a stable video link-up.

The sample for this study is by necessity a convenience sample, as it is ex-
tremely difficult to gain safe access to ISIS cadres and to obtain their informed 
consent for an in-depth interview; thus, random sampling is not possible. The 
first author, who served as interviewer, attempted to obtain a representative 
sample in terms of requesting access to women as well as men and attempting 
to talk to a wide range of nationalities and ethnicities, age groups, and roles 
fulfilled within ISIS. 

Interview Procedure and Ethical Considerations
The authors of this study are associated with an independent, non-profit think 
tank with its own internal institutional review board (IRB) modelled after the 
first author’s previous experience with the RAND Corporation’s IRB. In all 
cases, the semi-structured interview started with an informed consent pro-
cess followed by a brief history of the interviewee focusing on early childhood 
and upbringing and covering life experiences prior to becoming interested 
in ISIS or their far-right group. Demographic details were gleaned during 
this portion of the interview, as were vulnerabilities that may have impact-
ed the individual’s decision to join their group. In the case of ISIS cadres, 
questions then turned to how the individual learned about the conflicts in 
Syria, and about ISIS, and became interested in travelling and/or joining, as 
not all of the interviewees actually travelled to live under ISIS; a few acted as 
recruiters at home. Similarly, members of far-right groups were asked how 
they first learned about their group and its ideology. Questions explored the 
various motivations for joining in order to obtain a detailed recruitment his-
tory: how the individual interacted with their group prior to joining; whether 
recruitment took place in person or over the Internet, or both; how travel 
was arranged and occurred; intake procedures and experiences with other 
militant or terrorist groups prior to joining their group; and training and 
indoctrination. The interview then turned to the interviewee’s experiences 
in their group: family, living, and work experiences, including fighting and 
job history; the positive and negative aspects of the individual’s experience 
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in their group; possible disillusionment and doubts; traumatic experiences; 
experience and/or knowledge about one’s own or others’ attempts to escape; 
being, or witnessing others, being punished or tortured; imprisonment; the 
owning of slaves; treatment of women and the prevalence of marriages. The 
interview covered where the individual worked and lived during his or her 
time in their group and changes over time in orientation to the group and its 
ideology, which often ranged from strongly endorsing it to wanting to leave. 
The semi-structured nature of the interview ensured that participants were 
asked the same questions about their emotional states throughout their tra-
jectories into and out of terrorism, regardless of gender. Moreover, the inter-
viewer found that all interviewees, including men, found it easy to express 
themselves emotionally when in the presence of a non-judgmental female 
psychologist.  

In accordance with American Psychological Association guidelines and 
United States legal standards, a strict human-subjects protocol was followed 
in which the researchers introduced themselves and the project, explained 
the goals of learning about ISIS and/or the Far Right, and noted that the 
interview would be video recorded with the additional goal of using video-re-
corded material of anyone willing to denounce the group to later create short 
counter-narrative videos. These videos use insider testimonies denouncing 
ISIS and white supremacist groups in order to disrupt these groups’ online 
and face-to-face recruitment and to de-legitimize the groups and their ideol-
ogies. The subjects were warned not to incriminate themselves and to refrain 
from speaking about crimes they had not already confessed to the author-
ities, but rather to speak about what they had witnessed inside their groups. 
Likewise, subjects were told they could refuse to answer any questions, end 
the interview at any point, and could have their faces blurred and names 
changed on the counter-narrative video if they agreed to it. Subjects’ real 
names are used in both the counter-narrative videos and the present study 
only for those individuals who gave explicit consent to do so. Subjects who 
did not explicitly agree to use their real names in counter-narrative videos 
and in research papers were given pseudonyms. Prisoners are considered a 
vulnerable population of research subjects, so careful precautions were taken 
to ensure that prisoners were not coerced into participating in the research 
and that there were no repercussions for not participating. The interviewer 
also made clear to the participants that she was not an attorney or country 
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government official and could not provide them with legal advice or assist-
ance regarding their situation.

Risks to the subjects included being harmed by members of their re-
spective groups for denouncing the group, although for those who judged 
such punishment to be a significant risk, the researchers agreed to change 
their names and blur their faces and leave out identifying details. Likewise, 
there were risks of becoming emotionally distraught during the interview, 
but this was mitigated by ensuring that interviews were conducted by an ex-
perienced psychologist who slowed things down and offered support when 
discussing emotionally fraught subjects. The rewards of participating for the 
subjects were primarily to protect others from undergoing a similar negative 
experience with their respective groups and having the opportunity to sort 
through many of their motivations, vulnerabilities, and experiences in the 
group with a compassionate psychologist over the course of an hour or more. 
The majority of interviewees thanked the researcher for the interview.

Statistical Analyses
The data presented in this chapter are both qualitative and quantitative. 
The researchers used the interviewer’s notes, transcribed interviews, and 
video-recorded interviews to perform a comprehensive thematic analysis, 
which, along with the interview questions, decided a priori, was then used 
to create 342 variables on which the semi-structured interviews were coded. 
The 342 variables related to the participants’ demographic information, life 
experiences, motivations and influences for joining their groups, travel to 
Syria or Iraq if applicable, roles and experiences in the group, sources of dis-
illusionment with the group, and present feelings about the group and each 
participant’s actions within the group. The second author coded the inter-
views on 342 variables and conducted the data analysis for this chapter in the 
SPSS data-analysis software. 

Quantitative Results

O N L I N E  R E C R U I T M E N T

The full sample. Of the 263 ISIS returnees, defectors, and imprisoned cadres 
interviewed by the first author, 260 are analyzed herein. This number includes 
211 men and 49 women. Of those, 50.8 per cent were influenced or recruited 
to join ISIS, at least in part, over the Internet. This includes watching videos 
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produced by ISIS, other groups, or by Syrian civilians online, communicating 
over social media with friends or family who had already joined the group, or 
communicating directly with ISIS recruiters. Of the entire sample, 20.0 per 
cent were solely influenced or recruited to join ISIS via these online methods. 
Even if their online communication was with people they already knew, they 
had never spoken to these friends or family members in person about ISIS 
or its ideology. Of course, such recruitment does not occur in a vacuum, but 
rather in the psychosocial context of push and pull factors motivating indi-
viduals’ decisions to join.

Foreign terrorist fighters. When people living in Iraq and Syria (“locals”) 
were excluded from the sample, the prevalence of online recruitment and 
radicalization grew. Of the 260 analyzed interviews, 162 were with foreigners, 
though not all actually travelled to join ISIS—they either became recruiters 
at home or were thwarted before making it to Syria. Of the 162, 122 were men 
and 40 were women. Any online recruitment or influence was reported by 
74.1 per cent of the foreigners, and 29.0 per cent reported being influenced 
and recruited to join ISIS solely over the Internet. 

Westerners. In approaching the specific numbers of Canadians influ-
enced or recruited to join ISIS over the Internet, we may first narrow the 
sample down to Westerners. This sample includes those from the United 
States, Canada, Australia, and Europe, including Turkey and the Balkan 
countries, which are aspiring or candidate European Union members. Non-
EU European countries, including the United Kingdom and Switzerland, 
are also included. This sample includes 114 people (86 men and 28 women). 
Once again, this narrowing of the sample increased the prevalence of online 
influence and recruitment, with 77.2 per cent reporting any Internet influ-
ence or recruitment and 29.8 per cent reporting sole Internet influence and 
recruitment. 

Canadians. The final sample includes only those who were living in 
Canada at the time that they joined ISIS (one man was a dual British-Canadian 
citizen and is not included because he did not live in Canada). Three men and 
1 woman were therefore included. Of those, 3 reported any online influence 
or recruitment (75 per cent) and 1 (25 per cent) reported sole Internet influ-
ence and recruitment. Two of the men and the woman’s stories are explored 
in depth in a later section of this chapter. The third man’s story is not reported 
out of respect for his privacy.
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M O T I VA T I O N S

The full sample. Regardless of how they were influenced and recruited to join 
ISIS, the ISIS defectors, returnees, and imprisoned cadres varied in terms 
of their reasons for actually joining. Of the full sample of 260, the most 
commonly reported motivations were the desire to pursue or solidify their 
Islamic identity (31.5 per cent), the desire to help the Syrian people, whom 
ISIS claimed to be defending (30.8 per cent), and the desire to build and live 
under a true Islamic Caliphate (23.1 per cent).

Foreign terrorist fighters. Among the 162 foreigners, the most commonly 
reported motivations were also the desire to help the Syrian people (48.1 per 
cent), the desire to pursue or solidify their Islamic identity (43.2 per cent), and 
the desire to build and live under the Caliphate (29.0 per cent). The higher 
prevalence of these motivations among foreigners as compared to the entire 
sample can be attributed to fewer foreigners being motivated by ISIS’s prom-
ise to fulfill their basic needs (15.0 per cent in the entire sample versus 4.9 per 
cent for foreigners) and to give them employment (17.3 per cent for the entire 
sample versus 4.3 per cent for foreigners).

Westerners. Narrowed down even further, the 111 Westerners were pri-
marily motivated by the desire to help the Syrian people (52.6 per cent), pur-
sue or solidify their Islamic identity (48.2 per cent), and the desire to build 
and live under the Caliphate (30.7 per cent). Once again, the proportion of 
people motivated by basic needs and employment shrunk, though other mo-
tivations were more common among Westerners than foreigners in general 
and the entire sample—namely, the “push” factor of discrimination in their 
home countries (10.0 per cent for the whole sample versus 15.4 per cent for 
foreigners and 20.2 per cent for Westerners). 

Canadians. None of the Canadians were motivated by basic needs or em-
ployment. Two of the 4 were motivated by the desire to pursue or solidify 
their Islamic identity, and 3 of the 4 were motivated by the desire to feel per-
sonally significant. Three were also motivated by the desire to help the Syrian 
people. One Canadian each was motivated by the prospect of adventure, the 
prospect of romance, the desire to pursue or solidify their masculine identity, 
the desire to pursue or solidify their feminine identity, anger at the Assad re-
gime, the desire to build and live under the Caliphate, the desire to engage in 
jihad, belief in the takfir ideology, and the belief that they would be redeemed 
or forgiven in God’s eyes by joining ISIS. Notably, none of the Canadians were 
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motivated by any societal push factors: discrimination, harassment by the 
police, or arrests related to their ideology.

Qualitative Narratives
The above-mentioned data regarding Canadian ISIS members cannot be con-
sidered representative, and the authors’ current sample of white supremacists 
remains too small to glean meaningful quantitative data. However, a great 
deal can be learned from case studies of Canadian violent extremists of differ-
ent genders, ages, religious and ethnic backgrounds, socio-economic statuses, 
and ideologies. What follows are the personal narratives describing the tra-
jectories into and out of violent extremism of three Canadian ISIS members 
and three Canadian white supremacists.

P R O F I L E S  O F  C A N A D I A N  I S I S  M E M B E R S

Mohammed Khalifa was thirty-six years old at the time of his interview in 
an SDF (or Syrian Democratic Forces) prison. Born in Saudi Arabia to an 
Ethiopian family, he moved to Canada at age five. He describes his family 
as happy, and he has a college degree in computer systems. At eighteen, he 
became more religious, and at twenty-three he intently watched the arrests of 
the “Toronto 18,” fourteen adults and four minors who were plotting to enact 
al Qaeda–inspired attacks in southern Ontario. A few years later, he says, “I 
was listening to lectures by Anwar al Awlaki.” He was inspired by “the fact 
that he was approaching the life of the Prophet Mohammed and bringing 
it into a modern context and interspersing it with a jihad narrative.” At the 
same time, in 2013, “I started following Ahrar al Sham on [a] website and 
[watched] videos . . . of going out to battle, shooting a tank, firing off a tank 
artillery, stuff like that. I knew what was going on [in Syria]; I supported the 
cause.” The combination of his support for the Syrian cause and believing the 
jihad narrative as being the authentic interpretation of Islam inspired by al 
Awlaki’s lectures drove Khalifa to decide to travel to Syria.

He reached out to different sources online and finally found an article de-
scribing a hotel in Reyhanli, Turkey, where men with long beards who looked 
like jihadis were gathering before crossing the border into Syria. Khalifa 
saved his money, and, in the spring of 2013, he boarded a flight to Cairo. From 
there, he says, “I took a flight to Hatay. From Hatay, it was close to the border, 
I thought I’d look around and I took a taxi to Reyhanli. I talked to the driver, 
he made it seem easy to cross, so I went straight to the border gate.” From 
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there, he was taken by bus to the Syrian side, where he told someone that he 
wanted to join Jaish alMuhajireen walAnsar, a group consisting of foreigners, 
most from the North Caucasus, that in 2015 pledged allegiance in Syria to 
Jabhat alNusra. As he explains, “I was there to fight the Syrian regime, ISIS 
was not even on my mind until it actually came up itself. They had already 
expanded into Syria, but even then, it was not on my mind.” His unit within 
Jaish alMuhajireen walAnsar pledged itself to ISIS in November 2013, and 
Khalifa did the same.

In the early days of ISIS, the group was less organized. Khalifa did 
not undergo any weapons training or ideological indoctrination, though 
he says, “In Raqqa, I attended a [shariah] course out of my own volition.” 
In January of 2014, “the whole conflict kicked off,” and Khalifa served as a 
fighter and a guard but subsequently decided he wanted to focus on his re-
ligious studies. Later, “the ISIS media heard I knew English and Arabic and 
they took me to Raqqa.” In ISIS’s media department, Khalifa translated the 
group’s propaganda material and did voiceovers for videos to be posted on 
Telegram. Around the same time, in the summer of 2014, he got married to 
a woman from Kenya who was studying medicine in Sudan. Explaining how 
he met her, Khalifa says, “There was a friend in Muhajireen walAnsar, he was 
Portuguese, he knew my wife online. . . . We were talking online, and I helped 
her with the process, setting it all up. She was happy when she came.” Khalifa 
and his wife had two children, the first in a hospital in Raqqa and the second 
at home, assisted by a midwife. Their life was happy, and Khalifa’s wife hoped 
to finish her medical training at an ISIS-run school in Mayadeen. She was not 
able to do so, as she and her family fled from village to village trying to avoid 
bombings by the Syrian regime. Still, Khalifa admits that he did not become 
disillusioned with ISIS until after he was captured, and that he and his family 
were some of the last to remain in ISIS’s last stronghold of Baghouz, where 
Khalifa left his media job to fight until the end. He recalls, “Basically, during 
the last offensive from Hajin to Baghouz . . . I decided to go out and fight 
instead of staying with media. [I was] in a gun battle [and was] taken by [the] 
SDF. Basically, they called us to surrender. I was out of ammo, so I came out.” 

Working in the media department, it was his job to make ISIS look good, 
but Khalifa states that when he met men in prison who had actually experi-
enced the atrocities he had previously dismissed as “baseless rumours,” he 
began to think more critically about ISIS, though he still appears to deny 
many of ISIS’s atrocities. Khalifa explains, “That ISIS was committing a lot 
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of injustice and oppression behind the scenes [I was] not aware of. To a cer-
tain degree, based on what I’ve heard, the way they operated in their prison 
is not Islamic.” He goes on, “Even though I don’t support them anymore, I 
don’t want to speak out against them. . . . Maybe there is the hope that they 
would realize what they were doing and change for the better.” The remorse 
he feels now relates to the fact that “I ignored what was going on. I ignored 
the warning signals. I dismissed prematurely.” Seemingly failing to grasp the 
power and influence of ISIS’s propaganda in fomenting violence both in Syria 
and Iraq and worldwide, he says, “I hope I didn’t take part in [the atrocities].”

Henricki is another Canadian man in his late thirties. Born in Vancouver, 
Henricki is of Trinidadian-Indian descent. Henricki’s parents separated 
when he was a baby, and after his mother remarried a strict prison officer, 
Henricki spent much of his time with his grandparents in Trinidad. Henricki 
graduated from college with a degree in business and civil engineering and 
was briefly married, though he and his wife divorced before he left for Syria. 
Henricki describes his process of deciding to travel to Syria for what he says 
were purely humanitarian purposes. He recalls that a work colleague knew he 
was Muslim and asked him about Syria:

She was telling me about the news she was hearing. [I thought] 
let me take a look and see what it’s about. I watched the news to 
keep tabs on it. [In] 2012 or 2013, I saw a [video on] YouTube of a 
little girl bombed and she was crying and her whole family [had 
been] killed. It affected me. My older brother, he was working in 
Africa with kids, we are all humanitarian.

In December of 2014, Henricki saw a video in which Syrians were calling 
out for the Muslims of the world to come and help them, that the regime 
was killing their sons, fathers, daughters. In March of 2015, Henricki flew 
to Turkey with a group of friends. By 2015, ISIS’s actions were well-known, 
and Henricki therefore kept his travels a secret. When his mother found out 
about his plans a few days before he left, Henricki told her, “You see what’s 
going on there, we can’t sit and not help the people. I told her I’ll be back. I’ll 
be there for a short while.” This statement, along with the way he claimed 
to have used his money in the first five months he was in Syria, suggest that 
Henricki did intend to offer humanitarian aid in Syria. He says that before 
he was “taken” by ISIS, he spent $6,000 paying a man he met in Aleppo to 
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procure “medication for the kids, Pampers, baby food, milk, rice, flour, . . . 
tablets to treat the water.” 

Henricki’s later experience with ISIS was highly disillusioning: “In 2016, 
I was accused of being a spy and put in prison.” In prison, he was tortured by 
being beaten while suspended such that he was forced to stand on his toes. He 
was starved and waterboarded before being released after “they found noth-
ing on me.” It was during this time that the ISIS emni approached Henricki 
and tried to recruit him to return home to enter the United States to conduct 
an attack. Henricki claims he refused the offer. Later, he and his wife (who 
is profiled later in this chapter) tried to escape. They were caught and put in 
prison. His wife was tortured in prison and suffered a miscarriage after being 
released. The pair could not afford to pay a smuggler to take them out of ISIS 
territory, and they remained in the Caliphate until Baghouz. It was there that 
Henricki’s hatred for ISIS grew stronger:

People were sleeping in the street, no food. If there was food, 
you couldn’t afford it. The ISIS fighters had food. I was angry, I 
actually developed a hate for this organization, for the people on 
top. They don’t know the religion. I’m not a scholar; I can’t read 
a book in Arabic, but they interpret Islam as they want to suit 
their ways, which is extremism, and . . . if you are against them, 
you will be killed. I believe [the ISIS leadership] escaped. They 
were generating $100,000 a day by oil; they could afford to feed 
the people, and it was not happening. Women were asking for 
money to buy milk for their kids, women whose husbands have 
passed away, and they are supposed to be taking care of them, 
but they are begging on the street.

Eventually, Henricki, his wife, and a group of other disillusioned people 
found an abandoned van and drove to an American checkpoint, where they 
surrendered. He insists that if he had known the truth about ISIS, he never 
would have joined, and he encourages others to “seek knowledge that will 
give you the best of advice and the truthful knowledge, not how this organ-
ization made propaganda.” He says that the only positive aspect of his time 
with ISIS was that he met his wife during this period, “who I really love,” and 
that he wants to go back to Canada with her. When told by the interviewer 
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that she would try to talk to his wife, Henricki responded, “Tell her every day 
I pray for her.”

Kimberly Pullman married Henricki after travelling to Syria. Her life 
was fraught with trauma prior to joining ISIS. Her father was addicted to 
amphetamines and died of leukemia when Kimberly was nineteen. She has 
three children, some of whom were the result of rape. After having her chil-
dren, Kimberly converted to Islam in 2004, when she was thirty. She married 
a Kuwaiti man and moved to the Middle East with her children, but her new 
husband mistreated her children and threatened her with violence. She re-
turned to Canada, where she met an Egyptian imam who counselled her and 
her children, even taking them on picnics with his wife, but he raped her as 
well. During his trial for a series of rapes, in which Kimberly did not testify, 
Kimberly experienced deeply distressing PTSD symptoms and had to stop 
taking university classes. Her children moved out and she was about to lose 
her home when she came across a man on Twitter. He asked her why she had 
gotten divorced, and she told him what happened in Kuwait. He responded 
that when Kuwait is “back in actual Muslim hands, we will go and restore you 
and your children’s honour.” Kimberly recalls, “That is something I haven’t 
had. Giving back a purity that was taken away was something I wanted so 
badly, that is something that he didn’t hold against me, and then that pulled 
me in.” 

Kimberly was deeply suicidal at the time she married this man over the 
Internet; during this time, he continued to recruit her, telling her she should 
come join in ISIS’s Caliphate, and threatening divorce if she didn’t travel. She 
remembers, “We are taught in Islam that your husband is the emir of your 
life.” He husband continued to lure her in: “Come where you are loved, your 
children don’t even see you, you have skills, you shouldn’t be alone.” Kimberly 
was suicidal at the time and was taking medication to help with her insomnia. 
She says that she could not afford therapy. Seeing videos of suffering Syrian 
civilians, she thought, “If I was going to die, at least I could die helping chil-
dren. . . . I felt if I did something good, it would overwrite the bad that had 
happened.” In 2015, Kimberly flew to Antalya, Turkey, and was brought to 
Raqqa. Shortly after she left Canada, a letter arrived indicating that she had 
qualified for disability benefits due to her severe mental illness. Kimberly now 
states she would never have left Canada had she known she would be adjudi-
cated as mentally disabled and provided for.  
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Kimberly’s new husband was emotionally abusive, although she claimed 
that he did not need to hit her because she was so weak and vulnerable. He 
later takfired her (declared her an apostate) and left her in a madhafa. To leave 
the madhafa, Kimberly remarried, this time to Henricki, in 2016. True to 
her desire to do humanitarian work, Kimberly worked in a hospital in Raqqa 
as a nurse but was horrified by the injuries she saw from bombings and was 
also becoming deeply disillusioned by ISIS’s un-Islamic actions. Henricki and 
Pullman tried once to escape and were thrown in prison. In the ISIS prison, 
Kimberly was raped yet again. She recounts, “They accused me of being a spy. 
The first night, they pulled me out and you could hear the screams down the 
hallway, and they made me watch. They said if I didn’t start giving [them] 
information, this was going to happen to me too.” Before being released from 
prison with “a massive concussion,” Kimberly was forced to sign her name 
in blood on a statement saying that she would be killed if she tried to escape 
again. She did not tell Henricki exactly what happened to her in prison, as she 
did not trust him to not react violently to the fact that she had been raped.

By the time they got to Baghouz, Kimberly had completely lost her will to 
live. She claims that she kept going in order to save the lives of the orphaned 
children for whom she was caring. Eventually, they made it to SDF territory. 
Sick with lupus and hepatitis, she yearns to go home and feels “abandoned 
by the Canadian government.” She says that ISIS never established a true 
Caliphate, and that she has turned away from the group completely. Indeed, 
Pullman’s case is of a severely mentally disturbed individual suffering from 
repeated rapes and violence prior to her travel to Syria in a suicidal state, 
with her mental condition continuing to worsen over time as the traumas 
continued to pile up. She has many times expressed suicidal ideation to the 
first author and requires medication for her mental suffering and emotional 
anguish, if not immediate psychiatric hospitalization, none of which are pos-
sible while she remains in SDF detention.

P R O F I L E S  O F  C A N A D I A N  M E M B E R S  O F  T H E  F A R  R I G H T

Brad Galloway, aged forty, is a prominent former white supremacist from 
Toronto who is now active in trying to pull others out of the world of violent 
extremism. Adopted as a baby, Brad never felt as though he had a solid iden-
tity or secure attachment to his adopted family, where he didn’t feel that he fit 
in. Early in his high school years, he began selling drugs and fighting, landing 
in the juvenile justice system, which, he says, was not yet focused on harm 
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reduction and prevention. Brad says his risk-taking behaviours stemmed in 
large part from the traumatic experience of hearing about a friend dying in 
a car accident when he was twelve years old. He recounts, “I got into risky 
behaviour because I didn’t care. If she could be killed, maybe I’ll die, maybe 
I won’t.” He recognizes now that this “was my way of processing sadness. 
She was a very good person. I thought death was for bad or old people.” 
Brad was also into the rave and punk music scene of the 1990s. Though Brad 
had friends of different races growing up, he had also grown up hearing his 
grandparents make racist comments and jokes. He had been inured to racism 
and was attracted to the culture of white power music after being introduced 
to it be a friend he met in a bar. He trusted this man and instantly accepted 
the white supremacist ideology of the group he was invited to join so that 
he could fit in. Brad claims that he didn’t become a Holocaust denier, but “I 
thought we should stop immigration and create a white enclave.” He thought 
random acts like vandalism of synagogues did not advance the white cause, 
and yet he admits that he was wearing a shirt with a swastika on it on the day 
he got into a violent fight and was subsequently treated by a Jewish doctor, 
an event on which he later reflected when he decided to leave the movement. 
Looking back, Brad describes his continued involvement with the group as 
an addiction to a peer group that gave him a sense of freedom, belonging, and 
empowerment.

Brad became a major recruiter for the white supremacist cause, utiliz-
ing early Internet chatrooms and web forums like Stormfront. In 1995, he 
established a Canadian chapter of Volksfront, originally started in Portland, 
Oregon. Volksfront’s mission was to buy land in the United States and Canada 
in order to create a white ethno-state. They also raised money for and wrote 
letters to imprisoned hate crime offenders, people they called “prisoners of 
war.” Brad was a leader in his group but found it stressful and depressing to 
try to manage violent and unstable people who were always fighting, even 
with each other. He found it exhausting to wake up with hate in his heart. 
The cause was about saving the white race, he thought, and yet most of its 
adherents were simply “getting arrested and doing horrific things.” There was 
also a lot of in-fighting between different groups, and Brad was afraid for his 
life and his family’s safety. Likewise, he began realizing all of the counter-ex-
amples to the hatred of minorities he was preaching, including looking back 
at the kind Jewish doctor who treated him without saying a word while he was 
wearing a swastika-adorned T-shirt.
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When Brad left the movement, he was cut off from all of his friends and 
once again felt lost. Soon after, he was “doxed,” meaning that his personal 
information was revealed in order to identify him as a white supremacist, and 
he lost his job as a result. Brad struggled trying to keep his family afloat for 
two to three years afterward. In 2015, however, he met a representative of a 
group called Life After Hate. He recalls, “That was a real turning point for me. 
Now I’ve met another person who left these groups, and we can talk about it.” 
While Brad had also tried therapy, he felt alienated by the fact that profession-
als were uncomfortable hearing about his struggle to overcome the traumas 
and reasons behind his white supremacism. “I couldn’t talk in therapy be-
cause they were too uncomfortable hearing about the violence,” Brad recalls. 
He has now started telling his story to practitioners and academics, leading 
to a job as a research assistant, which has given him a new sense of purpose.

Despite all of the progress he has made, Brad still recognizes the jour-
ney from disengagement to de-radicalization is a lengthy process. For him, it 
took four years of work, including intense study of other races and religions. 
About the newer hate groups prevalent now, Brad says, “People think these 
groups evolve. I don’t think they do. They change their look, their name. We 
see militia groups, Proud Boys, it’s all about the way I got in. . . . They are not 
really using anything brand new to recruit people, [just] using differences, 
us and them.” He thinks about all of the different aspects that contribute to 
people joining white supremacist groups: trauma, identity crises, insecure at-
tachment, toxic masculinity. Brad wants the public to understand that even 
though they have involved themselves in hate groups, these people are hu-
man, and that with compassionate interventions, they can change.

Josh Chernofsky is thirty-six years old, born to a Jewish family in 
Toronto. A tall, skinny child with respiratory problems, Josh was bullied in 
school for his inability to succeed in gym class. With no friends with whom to 
bond, he spent most of his time playing video games. Josh went to university 
for a year and a half before dropping out due to mental health challenges. He 
then started working as a security guard. As a plainclothes private investiga-
tor, Josh was pursuing a shoplifter when he lost his balance and fell. His head 
was injured, and he experienced post-traumatic stress disorder.

After a few years of moving from job to job, Josh was working as a process 
server when he heard about a protest from a friend. As he recalls it, “Saturday 
morning, I was bored and antsy, so I decided to check it out.” Josh arrived at 
the protest area and saw members of a variety of different groups carrying 
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Canadian flags. They were Proud Boys, Josh learned, and they were being 
surrounded by people in black masks, whom Josh identified as Antifa. He 
recalls that he “didn’t understand why they were attacking these people with 
the flags. Why were they preventing people from expressing themselves; I was 
always a really strong proponent of that.” After leaving the protest, Josh fol-
lowed the Proud Boys on YouTube and contacted them in order to find out 
about future events.

Josh remembers that the second Proud Boys event he attended ended in 
a violent brawl with Antifa. Josh had never been in a fight before, and after 
the altercation with Antifa, he explains, “I wanted to get them even more.” At 
the time, Josh claims, the Proud Boys were not talking about their ideology, 
though he also admits adhering to some of their core beliefs: “I felt like I was 
standing up for Canada. There were some [members] who weren’t white. One 
guy was Asian.” The values they professed, says Josh, were “Judeo-Christian 
values. They were upset about ‘creeping shariah,’ that our prime minister is 
allowing it,” Josh explained, referring to fears that some non-Muslims express 
about Muslims potentially imposing shariah law where they live. Soon after 
joining, Josh became a sort of intelligence agent for the Proud Boys, helping 
to dox the group’s enemies.

Slowly, however, Josh started to become disillusioned with the Proud 
Boys, in part through interactions with the organizer of counter-protests 
against his own group. The catalyst to his decision to leave came when “an 
activist in Toronto killed herself.” The activist had fled to Canada from Egypt 
after being jailed and tortured for flying a rainbow flag at a concert. Josh 
had never interacted with her personally but had seen her at events where 
his group opposed her. His fellow members called her a terrorist, and after 
she killed herself, they sent messages to her friends suggesting they also 
should commit suicide. Josh thought those messages were “disgusting,” so he 
reached out to his acquaintance from the other side in order to send the ac-
tivist’s family an anonymous condolence letter. Soon enough he was reaching 
out to exit organizations.

Josh’s story of leaving his group demonstrates the danger of doing so, and 
the reason why many who are disillusioned may still be hesitant to leave. Josh 
recounts, “recently I was attacked by someone in my own group, then they all 
turned on me. It started online. He was attacking [online] and wanted to meet 
up for coffee to make amends. I believed he was sincere. [In person,] it escal-
ated, and he punched me in the face.” The same man spread a rumour online 
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that Josh had been hired by Antifa to spy on the Proud Boys, which caused 
Josh so much anxiety that he checked into a hospital. Josh, who was born 
Jewish but converted to Christianity, was threatened by Proud Boys quoting 
the far-right extremist Rabbi Kahane, saying, “we have to kill the fake Jews.” 
As Josh explains, “When I first started doubting things, I wanted to gradually 
exit out, but then I got attacked and it was sudden.”

Now that Josh has left the group, he has found it difficult to find a job, 
since he was doxed. Still, he recognizes, “If you were to search my name on-
line, you’ll see all this stuff. You’ll see my name. Now that I’m out, I’m fully 
responsible for what I wrote. . . . I’m ashamed now.” Looking back, he has 
gained a profound insight into why he joined: “I was bullied and alone as a 
kid. I found these groups of people that welcomed me. [It] felt almost like a 
family. I got so absorbed into that, but after a while, it gets really dark, really 
quick, nothing like a family.” He continues, “Hate is so consuming. It con-
sumes every bit of your life. It is so much easier not to hate people than to hate 
people. It takes so much out of you, fighting other people for simply existing 
or lifestyle choice.”

Tony McAleer, who is fifty-three years old, is another well-known “for-
mer.” Born in England, he moved to Vancouver as a toddler. Tony grew up 
in a troubled family marked, and the experience left him with feelings of re-
jection. Tony was physically abused by priests at his Catholic school and de-
veloped “a healthy mistrust of all authority figures” as a result. He was sent to 
boarding school in England, where he felt rejected and humiliated once again. 
It was in England that he got involved in the punk skinhead scene, which was 
also flourishing back home in Vancouver. He says of the skinheads, “They 
became my best friends. My coping [mechanism] was to befriend the bully, 
become the bully, because I was not big. They had one thing I didn’t have, that 
people feared them. They were tough. I was with them to feel safe, [to gain] 
attention, acceptance.” He explains that after the humiliation he suffered in 
school, “coming from that void of powerlessness, that false sense of power, the 
notoriety and fear that created was intoxicating.”

Tony also got involved in the white power music culture, but in this per-
iod—the late 1980s and early 1990s—the movement was undergoing a shift. 
The Aryan Nations in Idaho was uniting hate groups under the banner of 
“The Order.” Tony explains, “In 1989, I was dressed as a skinhead, and in 
1991, I was in a suit and tie. Mainstreaming myself, I took over an existing 
Aryan group in Vancouver. . . . [I] started a phone line, Canadian Liberty Net, 
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versus Aryan [Liberty Net], saying extreme things in a very pleasant way.” 
Eventually, Tony became the leader of the Aryan Resistance Movement. The 
group’s aim was to create a whites-only homeland. He explains the ideology 
he subscribed to at the time, admitting that he referred to people of colour as 
“mud people,” and said that “Jews were the ones who were engineering the 
downfall of the white race.”

Tony explains, “I don’t know if I bought it, but that’s how I sold it. . . . 
Ideology was the pill I had to swallow to get attention, approval, power, but I 
did swallow it willingly.” Looking back, he realizes that his feelings of power-
lessness and shame made him vulnerable to the desire wanting to belong, 
even at such a high cost, and that the violent fights gave him an addictive rush 
of adrenaline.

In 1998, after over a decade in the movement, Tony began to disengage, 
choosing to focus instead on raising his children. He admits that he was still 
dysfunctional at that time: “[I] didn’t deal with the issues that made it attract-
ive in the first place. Even though I didn’t get in fights, I was still an asshole.” 
Then, he started making more money from his new career as a financial ad-
viser, building relationships, and taking part in personal-growth workshops. 
Tony went to therapy for the first time and confided to his therapist his pre-
viously held beliefs. Tony remembers, “He leans in with a big, huge grin, ‘You 
know I’m Jewish, right?’” This man, for whose annihilation Tony had once ad-
vocated, told him, “That’s what you did, not who you are. I see you. I see little 
Tony.” Tony realized, “If he could love me, [there’s] no reason why I couldn’t 
love myself.” Tony went on to help start the exit organization Life After Hate, 
through which he focused on helping people deal with their internal struggles 
and histories of trauma. 

Lauren Manning, thirty-one, was born just outside of Toronto. Although 
she has happy memories of her family, she also remembers being “shamed” 
by her maternal grandfather for her weight and poor grades. According to 
Lauren, her grandfather had “never wanted a girl. He made that clear to [my 
mom].” When Lauren was seven, her father was diagnosed with leukemia; he 
died when she was sixteen. Over time, Lauren saw her strong, police officer 
father become “weak and dependent.” To deal with her grief and loneliness 
at home and at school, she “started binge drinking and getting in trouble 
at school. Originally petty things, fighting.” From the ages of sixteen to 
twenty-two, she got drunk daily, sometimes mixing alcohol with opioids. 
At seventeen, Lauren was exposed to National Socialist black metal music 
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on Facebook, where she also started communicating with a recruiter. When 
she turned eighteen, her mother and brother “couldn’t take my drinking and 
newfound belief system, [and] I was given an ultimatum: give this up or find 
somewhere else to live.” Lauren moved in with the recruiter.

Recalling her ideological indoctrination, Lauren admits, “I bought into 
the anti-Semitic part right away. [I thought Jews] are in control, at fault for 
everything wrong in your life. I also bought into the white replacement narra-
tive—these people are taking over, we will be wiped out.” Lauren relished her 
new identity as a white supremacist. A loner in high school, “I liked having 
this taboo label. I was always an outsider. . . . It was also a good feeling to think 
you have all this secret knowledge that no one else knows or understands.” 
Soon enough, Lauren had shaved part of her head and gotten racist tattoos 
on her neck and back, all of which have since been removed and covered. 
Still, she felt alone. The Hammerskins enforced hyper-gendered roles, and 
Lauren “didn’t fit in with the rest of these guys’ wives and girlfriends; I’m not 
feminine, not subservient.” She was expected to have children, but the group 
would not allow her to fight or give her patches to symbolize her membership. 
Looking back on the relationship she had with her father, who taught her 
self-defence, she says, “If my dad would come back from the dead, [he] would 
come back to beat my ass for putting up with this.”

Lauren recounts that her group made an effort to recruit people with 
military experience. She explains, “There were a few guys that were in the 
Canadian Forces. One got discharged for his severe PTSD from Iraq; he was 
out when he joined us. Ex-military have that very tribalist mindset, [so it is] 
very easy to go to a group like this. There were others who had been in Iraq as 
well as him. They were valuable.” She continues, “They can bring their former 
combat training and impart those skills.”

Lauren began her disengagement and de-radicalization process in 2012, 
when her friend in the group was murdered in self-defence while “doing col-
lections for bikers.” As Lauren describes, “The group was trying to appropriate 
his death, spin doctor the story into a hate crime against our people, saying 
he was targeted for being in the group. But he really walked into it himself.” 
Lauren tried to leave the group immediately but was violently attacked by her 
former comrades. She then took a more gradual approach, getting sober and 
seeking treatment for post-traumatic stress disorder. She used her sobriety 
and her break-up with her partner as an excuse to distance herself from the 
group. Despite continued attempts by the group to pull her back in, Lauren 
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was finally able to cut all ties, and she continues to work every day to control 
some of the ideological indoctrination that sneaks into her thoughts.

Elisa Hategan was born in Bucharest, Romania, the only child of parents 
with a thirty-year age gap between them. When she was nine, Elisa’s mother 
defected to Canada and left her with her emotionally and physically abusive 
father. At eleven, Elisa and her father joined her mother in Canada, but her 
father returned to Bucharest to be with his mistress; he died soon after. Elisa’s 
relationship with her mother was no better than that with her father: “She 
wanted to tell me what to do, wanted me to translate. I was backwards, not 
fitting into Canadian society. She would be angry, hit me, very physically abu-
sive. I ran away at fourteen.” Elisa was bullied at school and in the group home 
where she lived after running away, including by some of the Black residents, 
whom her mother had already told her were “troublemakers.” Skipping school 
and counting down the days until she could get a job, Elisa saw a clean-cut 
man on TV: “He was saying what’s wrong with being proud of your white 
heritage?” She wrote to the Church of the Creator in the United States, in-
quiring as to whether there were any similar groups in Canada. Soon enough, 
she was meeting a recruiter from Heritage Front at a mall. She recalls, “I was 
just happy that someone was asking questions about me’ [before that] nobody 
cared. Asking questions [like,] ‘What do you want for your future?’ He said I 
was so smart at such a young age to be racially conscious.” The recruiter told 
Elisa that she could become a journalist for their new magazine, and “within 
a month I was recording messages for the hotline. They cast me as the face 
of this organization. I was the only female representing the Heritage Front.” 

Elisa used her young age to “slip into high schools and put flyers in 
lockers.” She gave speeches at rallies, and “really believed there would be a 
revolution, . . . [that] we are being exterminated.” Cracks started to appear 
in the ideology when the group asked Elisa to terrorize women who were 
involved in anti-racist groups. Heritage Front leadership wanted her to im-
personate the women and to call sex lines, saying, “I want Black men to come 
to my house and rape me,” and then to give them these women’s addresses. 
Elisa recounts, “This was no longer defending our rights.” When she asked 
the leadership why all of the people they were terrorizing were women, she 
was told that “women are more emotional, easier to break.” She realized that 
Heritage Front thought the same about her. The group’s leaders also used an-
ti-gay slurs when describing the anti-racist women, which hit Elisa, who had 
been denying her own sexuality, to her core. 
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At eighteen, Elisa was arrested for distributing racist flyers. Heritage 
Front wanted her to take the fall for the entire group, even though Elisa had 
not made the flyers, and in fact had actually been using them to warn women 
to be careful. Feeling that she had no way out of the group, she decided to 
take her own life by overdosing on pills from her mother’s medicine cabinet. 
Before she died, someone called an ambulance, which brought her to the hos-
pital. Elisa did not know whom to call when the hospital staff told her that 
she could not leave alone. “I didn’t have a mother, couldn’t call the Heritage 
Front.” One phone number Elisa remembered was that of the anti-racist 
woman whom she had once terrorized. When Elisa called, “She thought it 
was a sting, some sort of set-up. She came with a partner and picked me up. 
For the next three weeks we met in secret. She did de-programming, [asking] 
‘Why do you believe this?’ She gave me stats that answered each thing. In 
talking to her, I realized I had no sense of myself anymore.” 

On 23 November 1993, Elisa went “underground, ran away to this [an-
ti-racist] network,” after providing the police with information that they 
could use to charge Heritage Front members. She eventually needed to return 
to Toronto to testify but was not given witness protection despite feeling that 
she was truly in danger: “Through the grace of strangers, I was able to make 
it through that time. In my short eighteen years, I could count on one hand 
the people who were kind to me. . . . I stayed on an Indian reservation, with a 
Black pastor. I used to hate these people, but if it wasn’t for them, I don’t know 
what I would have done.”

Future Risk
Moving forward into a new decade, it is imperative that researchers, prac-
titioners, and policy-makers take into account past lessons as they make 
decisions. Much has changed over the past decade, with five lessons from 
the data and narratives presented here standing out. First, while earlier ex-
tremists also used the Internet to recruit and send around their hate propa-
ganda, social media is an increasingly potent tool for violent extremists and 
terrorists. Nowadays, individuals can build trusting, intimate relationships 
without ever meeting in person, and global connectivity and awareness can 
make them sympathize with the plight of victims thousands of miles away. 
Used strategically, social media can also be a tool for counterterrorism and 
preventing and countering violent extremism, but it is clear that the field is 
years behind the terrorists. Second, security services and other professionals’ 
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underestimation of the violent Far Right is apparent and must be remedied. 
Third, we know that experiences of discrimination and marginalization 
increase the risks of recruitment into violent extremism, and this effect is 
amplified as reciprocal radicalization occurs when opposing groups violent-
ly fight and attack one another, accelerating polarities and acts of violence. 
Fourth, culture can be used for good or for bad. In the case of the Far Right, 
hate music coupled with drinking has been used to draw new recruits in, 
conferring a sense of belonging that comes at a price. In the case of ISIS and al 
Qaeda, hijacked and twisted scriptures and revised interpretations of Sunni 
Islam have been used to draw in new recruits. To adequately counter either 
of these and redirect potential recruits, one needs to understand the aspects 
of culture being used to manipulate and draw in new recruits. Fifth, people’s 
desire for a sense of belonging, a feeling of significance, purpose, and dignity 
are often important vulnerabilities, and they are needs that are met by these 
groups with promises of family, belonging, purpose, and dignity conferred 
upon joining. These also lend credence to the Three N model posited by Arie 
Kruglanski, which holds that needs, network, and narrative are essential to 
someone becoming a violent extremist (Kruglanski et al., 2019).

I S I S  R E S U R G E N C E

With regard to militant jihadist violent extremism, the primary risk for 
Canada appears to be future waves of FTFs participating in conflicts abroad, 
and so-called lone wolf attacks called for by these groups and enacted on 
Canadian territory. Returning FTFs currently held by the SDF may pose some 
risk, either in radicalizing others in prisons or in carrying out acts of violence 
if these individuals go free, and they should have access to proper rehabilita-
tion and reintegration services to preclude either happening, though Canada 
has not yet been the target of any attacks committed by returnees. Rather, it 
appears more likely that returnees are disillusioned and want to simply return 
home, face justice if necessary, and pursue normal, low-profile lives. However, 
ISIS is currently undergoing a resurgence in Syria and Iraq, as well as in other 
areas where they have established wilaya (provinces). They continue to post 
high-quality propaganda content, encouraging their followers to help them 
rebuild their once-great Caliphate and telling them to enact revenge at home 
for its downfall.

There is extensive documentation of diehard ISIS women continuing 
to enforce ISIS rules, especially surrounding proper dress, in SDF camps, 
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primarily Camp al Hol. The women have violently attacked and even killed 
other women who have become disillusioned with ISIS, as well as the guards 
in the camp. They are indoctrinating their children, teaching them to throw 
rocks at the guards. Moreover, these women run social media pages through 
which they fundraise to be smuggled out of the camps. Some women simply 
wish to escape their dire circumstances and return home, but others aspire 
to help rebuild the Caliphate. They have also encouraged male followers to 
commit attacks in SDF territory on their behalf (de Azevedo, 2020). These 
efforts do not, however, appear to involve Canadian women.

In Syria and their various provinces, ISIS has been continually con-
ducting assassinations, kidnappings, and suicide bombings since the loss of 
their last stronghold, Baghouz, and the death of Abu Bakr al Baghdadi in 
2019. As of 2020, ISIS’s remaining war chest was estimated at over US$400 
million, a far cry from the US$2 billion they were once estimated to possess, 
but nevertheless enough to finance attacks with lethal consequences. These 
attacks and proof of wealth are also useful in showing supporters and po-
tential recruits that ISIS is thriving. The group’s propaganda emphasizes the 
narrative of the “long war” and pushes followers to engage in “digital jihad,” 
thus keeping them engaged even without a territorial Caliphate or iconic ca-
liph (Azman, 2020).

F A R - R I G H T  G R O W T H

Canada has recently taken a number of steps that indicated that the govern-
ment takes the threat from far-right violent extremists seriously. In 2019, 
neo-Nazi groups Blood and Honour and Combat 18 were added to Canada’s 
list of terrorist organizations, which had never before included white su-
premacist groups. Around the same time, the Canadian Security Intelligence 
Service also identified far-right violent extremism as a national security threat 
(Kaur, 2019). In 2021, following the Capitol Hill riot, Canada added the Proud 
Boys to its terrorist list, along with a slew of other white supremacist groups. 
Designating these groups does not simply symbolize a strong stance against 
white supremacist violent extremism, however, as Canada’s Anti-terrorism 
Act allows the government to seize the property and monitor the finances of 
individuals or entities on the list of terrorist organizations (Li, 2021).

Scholars suggest that the surge in far-right violent extremism in Canada 
can be attributed to white supremacists having been empowered and em-
boldened by the far-right rhetoric of politicians all over the world. This 
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empowerment has led to a greater number of rallies and demonstrations, an 
increase in the frequency and severity of hate crimes, and the establishment 
of a number of new groups, including the Proud Boys. As these scholars have 
explained, a focus on white supremacist violent extremism does not negate 
the threat of militant jihadism. Rather, we must shift our focus because the 
understanding of white supremacist violent extremism is far less developed 
than that of militant jihadism. Likewise, it is important to understand how 
these groups radicalize in a reciprocal fashion. Especially unexamined is the 
prevalence of far-right violent extremist activity in rural areas of Canada, 
which may be more culturally conducive to far-right ideology than urban 
areas, despite generally higher levels of crime in urban areas. Indeed, a study 
of far-right violent extremist incidents in Atlantic Canada (which is more 
rural than the rest of Canada) between 2000 and 2019 identified 156 such 
incidents. The same study also showed that the frequency of incidents was 
increasing, with 60 per cent of the identified incidents occurring after 2016. 
This finding is consistent with previously cited studies positing that 2016 was 
a turning point for white supremacists in Canada, as it was in the United 
States (Hofmann et al., 2021). Other studies have found that the number of 
far-right violent extremist groups active in Canada grew by 30 per cent be-
tween 2015 and 2019, and that the number of reported hate crimes increased 
by more than 60 per cent between 2014 and 2017 (Habib, 2019).

Policy and Practice Recommendations
The quantitative and qualitative data presented in this chapter provide a road 
map for preventing and countering violent extremism as we move into the 
new decade. As previously noted, two primary implications of the last decade 
of research in this field, including that described in this chapter, are the po-
tential for radicalization and recruitment to terrorism to occur solely online, 
and the increased risk posed by far-right violent extremist groups. The quali-
tative narratives from Canadian violent extremist themselves, coupled with a 
meticulous review of the literature, can inform future practice and enable us 
to counteract both of these threats.

With regard to online radicalization and recruitment, broadly speak-
ing, government and non-governmental efforts at deterrence by denial and 
counter-speech must parallel the quality and quantity of violent extremist 
propaganda, which advertises the benefits, both material and existential, of 
joining violent extremist groups. Essentially, in this case deterrence refers to 
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denying violent extremist recruiters the opportunity to radicalize potential 
followers, in addition to denying potential followers the supposed benefits 
of becoming radicalized. Narratives aiming to counter these messages must 
be just as emotionally engaging and credible. In many cases, counter-narra-
tives produced by government entities are not trusted by vulnerable audi-
ences. The Breaking the ISIS Brand Counter Narrative Project is perhaps an 
exception. It was created by a non-profit organization and uses actual ISIS 
insiders to speak out against the group, and it has been found to be credible 
and emotionally evocative (Speckhard & Ellenberg, 2020a; Speckhard et al., 
2018, 2020). Likewise, the Escape Hate Counter Narrative Project encourages 
former white supremacists to denounce their groups and their ideologies. 
These counter-narrative projects, as well as others, also produce videos, and 
then provide resources to help viewers understand the content they’ve just 
consumed, including resources for counselling and off-ramping. These re-
sources and action items are key, as violent extremist groups are successful in 
radicalizing and recruiting online because they immediately provide poten-
tial recruits with concrete steps that allow them to act on whatever they have 
learned from their online content. This could range from attending a rally 
or protest, to conducting an attack at home, to travelling to Syria to join the 
Caliphate or help to rebuild it. It also behooves organizations to deploy skilled 
professionals who can reach out to vulnerable individuals online to answer 
questions and suggest alternative paths that meet their needs for acceptance, 
belonging, meaning, and significance.

In Canada specifically, the qualitative testimony from former ISIS 
members emphasizes the impact of pull, rather than push, factors in their 
decisions to join the group. Therefore, especially effective counter-narratives 
for Canadians might emphasize ISIS’s lies and the reality of its actions and 
life under the Caliphate, utilizing the testimony of former ISIS members. 
Additionally, alternative narratives may be more effective in Canada than 
they have been elsewhere. A primary criticism of alternative narratives has 
been that they do not resonate with their target audiences. For example, a 
video extolling the virtues of a liberal democracy may not be convincing to 
a Muslim woman in western Europe who has been harassed or discrimin-
ated against because she wears a niqab. She will not be convinced that she 
can practise her religion freely if her daily experience is inconsistent with 
such claims. While this is not to say that Muslims and people with immi-
grant backgrounds do not experience discrimination in Canada (the rise of 
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white supremacism is evidence to the contrary), the research presented in this 
chapter and elsewhere suggests that Canadian ISIS members were not driven 
to join the group because they felt alienated and marginalized in Canada. 
Moreover, the few militant jihadist attacks on Canadian soil have been aimed 
at hard targets representing the Canadian government and military, not at 
civilians. These attacks, both successful and thwarted, were horrific and 
exemplify the militant jihadist view that the West is at war with Islam, but 
they also demonstrate a lack of anger at Canadian society more broadly on 
the part of the perpetrators. Thus, exposing adherents to the reality of ISIS 
and encouraging them to find a sense of purpose outside of militant jihad 
may be effective in countering such groups’ online content. Likewise, the 
government could take greater care in explaining its foreign policies in ways 
that ensure that Muslims are not affronted, or, for those already convinced by 
jihadist narratives, that make clear the West is not at war with Islam.

With regard to the Far Right, the steps that the Canadian government 
has taken over the past year are in the correct direction, but policy-makers 
must be judicious in their decisions to designate various groups as terrorist 
entities. The advantages of doing so, such as the ability to seize property and 
monitor finances, are great, but such designations also pose a risk of further 
alienating already marginalized communities. Early counterterrorism ef-
forts in the wake of 9/11 led to the unfair and unwarranted securitization of 
Muslim communities, thus pushing them out of the mainstream and making 
some individuals more vulnerable to terrorist narratives. Efforts going for-
ward must be cognizant of these unintended consequences. For instance, the 
decision to charge a seventeen-year-old incel with terrorism offences, in the 
absence of a full terrorist designation for the incel movement writ large, risks 
isolating an already isolated community that is largely non-violent and has 
yet to be fully investigated with regard to whether it can truly be considered a 
violent extremist movement (Speckhard et al., 2021).

Other efforts must be made to approach white supremacist violent ex-
tremism with the same seriousness as militant jihadist violent extremism. 
Further research and investigation are needed to fully understand the scope 
of white supremacist violent extremism in Canada, specifically the risk factors 
for joining such groups and the best practices for disengagement and de-rad-
icalization. Strategies for countering online radicalization and recruitment 
must also be pursued with regard to white supremacist violent extremism. 
There is a great deal of debate as to the utility and efficacy of removing content 
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from social media, but Scrivens and Amarasingam (2020) found that posts by 
and on violent far-right groups on Facebook were less likely to be taken down 
than militant jihadist posts. Regardless of whether governments and social 
media companies use this as a mechanism for countering radicalization and 
recruitment online, white supremacist radicalization and recruitment must 
be considered just as grave a threat to Canadian national security as militant 
jihadist radicalization and recruitment are.

Lastly, it is important in trying to thwart any type of violent extremism to 
look at push and pull factors with an awareness that violent extremist recruit-
ers promise a sense of belonging, significance, purpose, and dignity alongside 
adventure and even perhaps a paid job and housing, as well as an outlet for in-
ternal rage. When society is failing to offer all its citizens pathways to success, 
a sense of significance, belonging, purpose, and dignity, we can be sure that 
violent extremists will step in to fill that gap. Of course, good governance is 
the better answer. Deterrence by denial, therefore, can include the provision 
of benefits that would otherwise be offered by a violent extremist group, thus 
denying violent extremist radicalizers and recruiters the opportunity to prey 
on vulnerable people and propagate their heinous views.
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Assessing Influence in Target Audiences that 
Won’t Say or Don’t Know How Much They Have 
Been Influenced

Ronald D. Porter, Minqian Shen, Leandre R. Fabrigar, and 
Anthony Seaboyer

Introduction: The Challenge of Measuring Influence 
Defending against and conducting influence operations has always been an 
important challenge facing the Canadian Armed Forces (CAF) and other 
national security organizations responsible for protecting Canadian citizens. 
For example, the CAF has long recognized the value of having a capability 
to influence the attitudes and behaviours of enemy forces in support of its 
military operations conducted abroad. Such a recognition by the CAF has 
resulted in the training of military personnel specifically tasked with con-
ducting influence operations (i.e., psychological operations, or “PSYOPS,” 
personnel).   

However, with the increasing centrality of the Internet in every facet of 
citizens’ lives and the prominence of social media platforms as a means of 
communication, the potential “battlefield” for social influence operations has 
expanded far beyond what might have been imagined by national security 
organizations even twenty-five years ago. In the online information environ-
ment of contemporary liberal democracies, both state and non-state adver-
saries are routinely targeting audiences with persuasive appeals designed 
to shape their attitudes and behaviours (e.g., see Kim et al., 2018)—though 
the degree of persuasiveness varies significantly depending on the adver-
sary, the level of effort, and other mitigating factors (e.g., corruption in the 
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implementation of influence operations). For instance, the intelligence servi-
ces of adversaries might be expected to conduct social influence operations 
in an effort to undermine support for a nation’s leaders, policies, and insti-
tutions. Likewise, armed non-state groups and other radical organizations 
conduct influence campaigns in an effort to recruit new members or incite 
lone individuals to undertake violent or destructive actions. In response to 
such efforts, government organizations in some liberal democracies some-
times attempt to counteract the persuasive efforts of adversaries with their 
own influence operations.

At least since 2016, governments have understood the power non-kinetic 
influence campaigns can have compared to the more traditional measures of 
security organizations. The election of Donald Trump was, at the very least, 
supported by massive adversarial influence campaigns that were launched 
through micro-targeted, hyper-personalized influence campaigns (Lewis 
& Hilder, 2018). Many—but not all—subject-matter experts claim that the 
Russian influence campaign was effective enough to sway the election by 
2–3 per cent, a margin that may well have been crucial to the outcome. Long 
before 2016, adversaries focused the larger part of their operations against 
the West in the non-kinetic environment. In a 2013 article, Russian gener-
al Valery Gerasimov famously described his perception that the way war is 
conducted has fundamentally changed and that non-kinetic means exceed 
kinetic means in a ratio of 4:1 (Gerasimov, 2016). China, other actors such 
as Iran and North Korea, as well as armed non-state actors, have certainly 
implemented similar strategies. Additionally, digitalization and the increas-
ing use of social media are making influence operations more effective, eas-
ier, less risky for the actor, cheaper, and more efficient (Seaboyer, 2016, 2018; 
Singer, 2018). Finally, the need to understand which adversarial influence 
operations are actually effective derives from the fact that our information 
space in democratic societies is much easier to target than the information 
space of our adversaries—in which the Internet is heavily censored and (and 
at least somewhat) contained by firewalls and other measures to reduce for-
eign influence. Therefore, in order to defend our open democratic societies, it 
is essential to understand which adversarial influence campaigns are effective 
so that defence resources can be directed to where they are likely to be the 
most effective. 

For these and other reasons, Western governments are increasingly see-
ing the importance of understanding which influence campaigns are effective, 
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and are therefore focussing efforts on increasing their abilities to measure the 
impact of influence campaigns.

Regardless of whether influence operations are being conducted on the 
traditional battlefield or in an online environment, key to evaluating the im-
pact of an adversary’s attempts at influence, as well as the efficacy of one’s own 
efforts at influence, is the ability to measure attitudes in the target audiences 
of interest—as a first step to identifying the effectiveness of campaigns. More 
specifically, the impact of influence can only begin to be empirically evalu-
ated when we are able to measure a target audience’s attitudes both before 
and after exposure to that attempt. Alternatively, we must be able to meas-
ure attitudes in a subgroup of the target audience that has been exposed to 
an influence attempt, and then compare those attitudes to the attitudes of a 
comparable subgroup of the target audience that has not been exposed to the 
influence attempt. In either case, in the absence of an effective method for 
measuring attitudes, it is impossible to know which of an adversary’s mes-
sages is proving especially effective, and thus to prioritize counteracting it. 
Likewise, it is difficult to know which of one’s own influence operations are 
successful, and then accord them further resources.1 

Unfortunately, the target audiences of adversaries’ social influence oper-
ations are often not amenable to traditional methods of assessing public opin-
ion (e.g., telephone or online surveys). For instance, members of radicalized 
audiences that are likely to be targets for recruitment by armed non-state ac-
tors might be expected to be unwilling to participate in a telephone survey on 
their views of political violence, and if they did participate, they might not be 
expected to give honest answers. Likewise, the target audiences of Canadian 
national security organizations’ influence operations abroad are also unlikely 
to be audiences whose attitudes can be assessed using traditional approaches. 
For example, the soldiers of an adversary targeted by the CAF with PSYOPS 
leaflets urging surrender are unlikely to be in position to complete a survey 
indicating how seriously they are contemplating surrender. Thus, in many 
(perhaps most) cases in which national security organizations such as the 
CAF might wish to evaluate the efficacy of their own influence operations 
or those of their adversaries, the ability to measure the attitudes of target 
audiences is a major challenge.

The importance of measuring attitudes in such contexts, as well of the 
practical challenges of accomplishing this objective, have long been recog-
nized by national security organizations such as the CAF. For example, in a 
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comprehensive review of military PSYOPS training manuals from the United 
States, United Kingdom, Canada, and NATO, Fabrigar and Porter (2008) 
noted that such materials routinely acknowledged the importance of assess-
ing the impact of social influence attempts and the need to develop non-trad-
itional measures for doing so. However, their review also noted the absence 
of concrete standardized procedures for constructing such measures in these 
training materials.

Chapter Overview and Objectives
The central goal of the present chapter is to discuss some of the challenges of 
assessing attitudes in the sort of environments and among the target audi-
ences for which social influence must be evaluated by the CAF and other 
national security organizations. As it turns out, some of these challenges par-
allel those faced by social scientists in other contexts. In an effort to overcome 
these challenges, social scientists have developed a number of indirect meas-
ures of attitudes (e.g., see Gawronski & De Houwer, 2014; Kidder & Campbell, 
1970; Petty et al., 2009; Webb et al., 1966). We begin by reviewing the reasons 
why social scientists have sometimes used indirect attitude measures before 
providing an overview of traditional indirect measures and more contempor-
ary indirect measures of attitudes that have been proposed to overcome these 
problems. In discussing these traditional and contemporary approaches, we 
describe the procedural features of these measures, discuss their strengths 
and weaknesses, and evaluate their potential utility for use by the CAF and 
other national security organizations. In the next section, we propose po-
tential adaptations to existing indirect measurement approaches that might 
enhance their utility for national security applications. We also discuss more 
novel procedural innovations that build on the principles of prior indirect 
measures that could potentially lead to other indirect measures with practical 
utility for national security contexts. In the final section, we present a set of 
key unresolved issues that must be addressed in order to develop an enhanced 
capability to assess the impact of social influence operations in national sec-
urity settings. 
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Traditional and Contemporary Indirect Measures of Attitudes: The Origins 
of Indirect Attitude Measurement
Beginning in the 1920s, researchers in psychology and related disciplines 
began to develop formal procedures for assessing people’s attitudes (e.g., see 
Guttman, 1944; Likert, 1932; Osgood et al., 1957; Thurstone, 1928). These 
various procedures all involved what have been traditionally called “direct 
measures” of attitudes and are now more commonly termed “explicit meas-
ures” of attitudes. Essentially, direct measures assess people’s attitudes in 
overt ways by specifically prompting people to report their likes and dislikes 
(e.g., “Do you favour or oppose the death penalty for serious crimes?”). Such 
direct measures, when carefully constructed, have substantial utility, and they 
continue to be the most common form of attitude measures used in both re-
search and application. However, even at a fairly early phase in the history of 
the research literature on attitude measurement, social scientists recognized 
that direct measures were not without their limitations (e.g., see Hammond, 
1948; Proshansky, 1943). Concerns regarding direct measures arose from two 
potential problems. 

First, because direct measures are so overt, the intent of what they are 
designed to assess is readily apparent. For many issues (e.g., “To what extent 
do you have a negative versus positive opinion of Crest toothpaste?,” “To what 
extent do you dislike versus like spaghetti?”), this property of direct measures 
is unlikely to be a problem as people might be entirely comfortable report-
ing their attitudes. In other cases, issues might be more sensitive, but placing 
people in a sufficiently comfortable context (e.g., in a situation where their 
answers are anonymous) might be sufficient for people to respond accurate-
ly. However, in other cases, the issues might be so sensitive, or mistrust on 
the part of respondents might be so pronounced, that people are unlikely to 
respond honestly even when their responses are anonymous. In these cases, 
people might be expected to refuse to answer questions, or, if they do answer, 
to provide answers they believe the questioner wishes to hear rather than their 
true views (i.e., to engage socially desirable responding; see Paulhus, 1991).

A second potential limitation with direct measures that was recognized 
early on in the attitude measurement literature, and which has been even 
more prominently featured in contemporary discussions of attitude meas-
urement, is that direct measures are to some degree based on the assumption 
that people can accurately access their own attitudes. That is, in order for a 
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person to directly report their attitudes, they must know what their attitude 
is. However, what if people have positive or negative reactions to something 
of which they are not consciously aware? Or alternatively, what if people have 
instant positive or negative “gut” reactions of which they are consciously 
aware, but whose accuracy they might doubt upon careful reflection? Despite 
their more considered doubts regarding these instant reactions, might these 
people’s responses influence them when they are not actively monitoring 
these reactions? One might expect that direct measures of attitudes would 
do a poor job capturing such unconscious and/or spontaneously activated 
positive or negative reactions. 

To overcome these potential problems, a number of “indirect measures” 
of attitudes (now more commonly termed “implicit measures” of attitudes) 
have been suggested.2 Indirect measures involve a procedure for assessing 
attitudes that does not require overtly asking people their likes and dislikes. 
Rather, attitudes are inferred on the basis of some behavioural response or 
set of behavioural responses presumed to be related to the attitude of interest, 
or on the basis of how people perform some judgmental task presumed to be 
related to the target attitude of interest. Initial interest in indirect measures 
began in the 1940s and continued to grow through the 1950s and ’60s (see 
Kidder & Campbell, 1970; Webb et al., 1966). While interest in indirect meas-
ures never entirely disappeared, it waned somewhat over the next thirty years, 
and then exploded in the early 2000s under the rubric of “implicit measures” 
(Porter, 2010). This interest has continued for the past twenty years, and the 
study of implicit measures remains a major topic of inquiry in contemporary 
social psychology and related disciplines (Gawronski & De Houwer, 2014; 
Petty et al., 2009).  

Traditional Indirect Measures
Early attempts to indirectly measure attitudes were based on projective ap-
proaches (e.g., the thematic appreciation test; see Proshansky, 1943), but in-
direct measures soon evolved into more structured judgmental tasks (e.g., 
error choice; see Hammond, 1948) or behavioural observation procedures 
(e.g., lost letter; see Milgram et al., 1965).3 Here, we discuss some of the bet-
ter-known traditional indirect measures to illustrate the logic underlying 
these procedures and comment on their strengths and limitations. 
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B E H AV I O U R A L  O B S E R VA T I O N S

One general approach to indirectly measuring attitudes is through the exam-
ination of a person’s demonstrable behaviour. The underlying premise of this 
approach is that, if someone has a favourable or unfavourable attitude toward 
an attitude object, then it would presumably be reflected in their behaviour 
toward that attitude object. One of the best-known early examples of this 
approach is the lost letter technique (LLT) (Milgram et al., 1965).  In this 
technique, a specific attitude object is identified (e.g., legalized abortion). A 
large number of pre-addressed and stamped envelopes are then randomly left 
in a variety of public locations. Half of the envelopes are addressed to an or-
ganization (fictitious but plausibly real) that someone could clearly identify 
as being positive toward the specific attitude object (e.g., “The Citizen Pro-
Choice Coalition”) and the other half addressed to an organization that could 
be clearly identified as negative toward the attitude object (e.g., “The Pro-Life 
Citizen Alliance”). The researcher then tracks how many letters are delivered 
to each addressee. The underlying assumption of this technique is that when 
a letter is found, people assume it has been accidentally dropped and are 
more likely to place it in a mailbox if it is addressed to an organization that is 
consistent with their own attitude, thereby providing a rough estimate of the 
popularity of each position. In this way, the people are not affected by social 
desirability because no one, other than themselves, are aware of their actions. 
Research has indicated that the LLT provides a reasonable overall estimate 
of the popularity of a given attitudinal position in a group of people (i.e., the 
group of people represented by the physical local in which the letters were in-
itially distributed; Milgram et al., 1965), and can even function adequately in 
settings where people might fear for their physical safety were they to openly 
express their opinions (Kremer et al., 1986). However, one limitation of the 
approach is that although it can be used to infer the general distribution of 
two opposing views in a group of people, it does not provide individual-level 
information regarding the opinions of specific people (i.e., one has no way 
of deducing who specifically returned letters and thus what their opinions 
might be). 

More recently, the LLT has been adapted to work in a more current 
technologically oriented environment focusing on emails rather than letters 
(Stern & Faber, 1997; Vaughan-Johnston et al., 2021). As a result, the name has 
been changed to the lost email technique (LET). The underlying premise of 
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this technique is similar to the LLT, except emails are sent “in error,” with the 
rates of return assessed (Stern & Faber, 1997). In the LLT the participant has 
two options (mail or ignore the letter), whereas in the LET the recipient of the 
email can ignore or delete (interfere with the communication), send the mes-
sage to the intended recipient, or return the email to the originator (letting 
them know that they made an error). The discrepancies in return rates in the 
LET can then be interpreted as either approval or disapproval of the contents 
(i.e., message) of the email (Bushman & Bonacci, 2004; Stern & Faber, 1997). 
In the case of the LET, one would often be able to infer the identity of indi-
viduals who received emails and whether they returned/forwarded the email 
or ignored/deleted them. Thus, one could infer individual-level attitudes, al-
though such inferences would provide only a crude dichotomous assessment 
of attitudes (i.e., whether people are positive or negative in their evaluations, 
but not the extremity of those evaluations) and would likely reflect a substan-
tial amount of error (e.g., some people might inadvertently miss the email or 
be very busy at the time the email arrives or regard the email as spam).   

There are a number of other behavioural observation methods that have 
demonstrated validity in applied settings (Webb et al., 1966). Behavioural ob-
servation  is the systematic recording of behaviour  (usually surreptitiously) 
by an observer. The underlying premise of this approach is that, if someone 
has a favourable or unfavourable attitude toward an attitude object, then it 
would presumably be reflected in their behaviours toward that attitude ob-
ject. Additionally, because evidence of people’s attitudes is gathered from 
unobtrusive observation, attitudes can be assessed without affecting the be-
haviour of the people whose attitudes are being assessed (Webb et al., 1966). 
A number of general categories of behaviour have been suggested as reflective 
of attitudes. For example, Webb et al. (1966) noted that the physical distance 
people place between themselves in environments in which they can control 
their physical location can be used to infer interpersonal attitudes. Likewise, 
the tone of a person’s voice when discussing a particular attitudinal position 
or when interacting with another person can be reflective of their attitudes 
toward that attitudinal position or that person. Obviously, any single behav-
iour will be determined by multiple factors and as such provides a very im-
perfect measure of attitudes. However, if a variety of behavioural responses 
can be aggregated, this aggregate score is likely to provide a more accurate 
assessment of attitudes. 



3091 2  |  A s s e s s i n g  I n f l u e n c e  i n  T a r g e t  A u d i e n c e s

Such observational behaviour approaches have often been advocat-
ed for use in military settings such as the assessment of PSYOPS activities 
(Goldstein & Findley, 1996). In theatre, for example, this could be the num-
ber of opposition soldiers that surrender following an information operation, 
or the number of posters torn down advocating a particular group or stand 
on a policy. However, discussions of behavioural observation measures have 
generally been highly specific and illustrative rather than leading to the de-
velopment of standardized behavioural assessment procedures that might be 
applied broadly such as the LLT.

As with the LLT, in many cases it will not be possible to track the iden-
tity of specific people who have performed the target behaviours (e.g., the 
specific people who tore down posters). Thus, such observational measures 
will generally not permit the collection of individual-level information re-
garding people’s attitudes as much as group-level information regarding the 
popularity of a particular position within a specified region or target group.

J U D G M E N T A L  B I A S  A P P R O A C H E S 

An early indirect approach to attitude measurement involved the use of a 
modified self-report measure called structured objective questionnaires. In 
this method, respondents are given what they believed to be an objective in-
formation test that assesses their knowledge on a particular subject; however, 
some of the questions are not objective and have no correct response. Rather, 
these questions have responses intentionally weighted for or against an at-
titude object and randomly dispersed within the information test (Coffin, 
1941; Hammond, 1948; Kubany, 1953; Newcomb, 1940, 1946; Smith, 1947; 
Weschler, 1950a, 1950b). The underlying premise of this approach is that there 
is a relationship between a person’s attitudes and how they interpret infor-
mation presented as fact. That is, this method assumes that when people are 
presented with a question for which they do not know the correct response, 
their guessing reflects the respondents’ attitudes (Coffin, 1941; Hammond, 
1948; Newcomb, 1946).  

Probably the best exemplar of this general approach is the error choice 
(EC) technique (Hammond, 1948). The EC technique involves presenting a set 
of objective knowledge questions that are in principle knowable but unlikely 
to be known and whose response options imply something either positive or 
negative about the attitude object. This procedure rests on two basic premises. 
First, when people are faced with a knowledge-based question for which they 
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do not know the answer, their guess will not be random; and one factor that 
they might rely upon in such guessing is their attitude. For example, when 
faced with a question where there are two factual possible answers, they will 
tend to pick the answer that best fits with their attitude. Thus, across a series 
of objective knowledge questions that are in principle knowable, but to which 
respondents are very unlikely to know the true answers, one might expect 
to find a systematic guess pattern that is consistent with people’s attitudes. 
The second premise of the measure is that, because each of the items is pre-
sented as a factual question, people will not be aware that their attitude is 
being assessed. Early research suggested that the EC technique had promise, 
but its performance was never fully evaluated in subsequent research. More 
recent examinations of EC have provided further encouraging evidence (see 
Porter, 2010). Specifically, answers to EC questions do appear to reflect a sin-
gle systematic response pattern that is comparatively reliable and at least in 
part represents the respondent’s attitude. These studies also suggest that (as 
intended) this response pattern to the EC questions is highly resistant to so-
cially desirable responding. Importantly, completion of measures allows for 
the collection of individual-level information about peoples’ attitudes, just as 
completion of direct measures provides such information. 

Contemporary Indirect Measures    
Beginning in the late 1990s, interest in indirect measures of attitudes under-
went a renaissance with the emergence of a new generation of indirect meas-
ures (e.g., Fazio et al., 1995; Greenwald et al., 1998), now more commonly 
referred to as implicit measures. These new methods built on methodologic-
al procedures used and phenomena documented in the research literatures 
within cognitive psychology and social cognition. These new implicit meas-
ures required the use of computers, which allowed for very precise timing in 
the presentation of stimuli and high-resolution recording of reaction times in 
responding to stimuli. Although different implicit measures vary in their spe-
cifics, all of these procedures involve presenting people with stimuli related to 
the topic of interest (i.e., the attitude object), usually in the form of words and/
or images, and then asking people to perform some sort of judgmental task re-
lated to the stimuli. Some aspect of how these judgments are performed (e.g., 
the speed with which judgments are made) is assessed. This task performance 
criterion is, on the basis of some theoretical logic, presumed to be influenced 
by the attitude of interest. Importantly, these measures are all indirect in that 
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they never specifically ask people to report their attitudes. A number of such 
measures have been proposed (see Gawronski & De Houwer, 2014; Petty et 
al., 2009). For purposes of illustration, we will just briefly discuss three of the 
better-known of these contemporary indirect measures.

Implicit Association Task
The implicit association task (or IAT; see Greenwald et al., 1998) is a measure 
that, in its original form, assesses attitudes toward two competing persons, 
objects, or concepts. The technique has most famously been used to assess 
prejudice toward social groups (e.g., racial groups), but can be adapted to as-
sess attitudes toward virtually anything. Participants complete rapid judg-
ment tasks in which they are instructed to sort words (or images) into one of 
two categories as quickly as possible using one of two designated computer 
keys to indicate the group to which the word belongs. 

For example, an IAT designed to measure attitudes toward Canada ver-
sus the United States would first present respondents with words either asso-
ciated with Canada (maple leaf, Ottawa) or America (Washington, DC, bald 
eagle). Respondents indicate for each word presented whether it is a word re-
lated to Canada or America by pressing one of the two designated keys. They 
are then presented with a new list of words (e.g., death, love, vomit, peace) 
with a second categorization task of indicating whether the words are positive 
or negative, once again using the two designated response keys. 

In the critical later phases, these two categorization tasks are combined 
so that words are randomly presented from either list (Canada/America and 
positive/negative), but only two response keys are used, which mean the keys 
must be shared for both categorization tasks. For example, if the classifying 
categories are Canada/America and positive/negative, one of the two keys 
might be designated for words that are related to Canada or positive, and the 
other key for words that are related to America or bad. In a later phase, this 
sorting task is repeated for the reverse combination of shared keys (i.e., if the 
first round used Canada/positive and America/negative, the next phase would 
use America/positive and Canada/negative as the shared response keys). The 
time it takes for participants to sort each word after presentation is recorded.

The theory behind the IAT is that strong congruent associations between 
concepts should lead to fast responses when they share a response key, and 
that strong incongruent associations between concepts should lead to slow 
responses when they share a response key. In other words, if people have very 
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positive attitudes toward Canada, they should be relatively fast at performing 
the task when Canada/positive share the same response key compared to 
when Canada/negative share the same response key. Likewise, very positive 
attitudes toward America should produce a response pattern in which people 
are much faster when America/positive share the same response key than 
when America/bad share the same response key. Thus, the difference in time 
it takes for people to perform the task when Canada/positive and America/
negative share keys compared to when America/positive and Canada/nega-
tive share response keys provides a measure of whether people’s attitudes 
toward Canada are more positive versus negative than their attitudes toward 
America. Revised versions of the IAT have been developed that can be used 
to assess attitudes toward a single group, concept, or person (Karpinski & 
Steinman, 2006). 

The strengths of the IAT mainly revolve around its implicit nature; by 
assessing implicit evaluations through quick reaction time–based tasks, re-
spondents do not have time to consider whether their responses are socially 
appropriate. Similarly, word sorting does not have very intuitive connections 
to attitude assessment, and thus respondents will be less likely to ascertain 
the intent of the measure, further shielding them from socially desirable 
modified responses. Another strength of the IAT is its versatility; it can be 
formatted to measure associations between any classification/concept (e.g., 
black/white, fat/thin, America/Iraq) and virtually any attribute (good/bad, 
strong/weak). Thus, the core procedure of the IAT can be adapted to study a 
wide range of judgments. 

Of course, the practical weaknesses of the IAT include its resource de-
mand and the vulnerability of its accuracy to outside interference. The IAT is 
a computer task that requires limited distractions for an extended period of 
time (often fifteen to twenty minutes) in order to gather high-resolution data 
based on reaction times. Thus, participants in uncontrolled settings might be 
unwilling or unable to complete the IAT appropriately, although reasonably 
good data can be collected in online settings if respondents are sufficiently 
motivated and have a location where they can perform the task that is not too 
distracting (e.g., Xu et al., 2014).

Evaluative Priming
Evaluative priming (or EP, also sometimes referred to as affective priming; see 
Fazio et al., 1995) involves presenting target words (or images) representing 
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the topic of interest for which one wants to measure attitudes along with 
words (or images) representing positive or negative evaluation. The words 
representing the topic of interest serve as the “primes,” and the words repre-
senting positive or negative evaluation serve as the targets of judgment. In 
this task, respondents are told that they will first be presented with an orien-
tation word to help focus their gaze on the appropriate location on the com-
puter screen (the prime) and that this word will appear only briefly, rapidly 
followed by the target word. They must then judge as quickly as possible if the 
target word is either positive or negative. For each judgment, the speed with 
which the target word is judged is recorded by the computer.

For example, if EP was being used to measure attitudes toward Canada, 
the prime words used for each trial would be words strongly related to 
Canada (e.g., maple leaf, Ottawa). The target words would be words almost 
universally seen as positive or negative (e.g., love, vomit). The EP procedure 
is based on a well-documented phenomenon that when evaluative responses 
are evoked, they will tend to facilitate the ease with which people can make 
judgments about things congruent with that evaluation and will interfere 
with judgments about things incongruent with the evaluation. Thus, if people 
have very positive attitudes toward Canada, the Canada-related prime words 
should evoke positive evaluative responses in people, which will in turn make 
them very fast at categorizing positive target words (e.g., love) and very slow 
at categorizing negative target words (e.g., vomit). People with negative atti-
tudes toward Canada should have negative evaluative responses evoked by 
the Canada-related prime words, thus showing a reverse pattern (i.e., fast at 
judging negative words and slow at judging positive words). The difference 
in the average speed of judging positive target words versus negative target 
words that are preceded by Canada-related prime words provides the meas-
ure of people’s attitudes. 

Evaluative priming shares some of the same practical strengths and 
weaknesses of the IAT. The task itself largely bypasses any effortful modi-
fication of responses due to the primed words being presented very briefly 
and the need to categorize target words very quickly. Importantly, people are 
never asked to make any judgments of the word primes themselves (which are 
the words actually related to the topic of interest), and thus the intent of the 
task is not readily apparent. However, like the IAT, it requires a reasonably 
large number of judgment trials to be valid, and thus requires some extended 
time and effort on the part of respondents. Likewise, the high-resolution 
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concerning reaction times required for the measure are vulnerable to outside 
distractions. 

A F F E C T - M I S A T T R I B U T I O N  P R O C E D U R E

Similar to evaluative priming, the affect-misattribution procedure (or AMP; 
see Payne et al., 2005) uses words (or images) related to the topic of interest 
as “primes” in a judgmental task. However, the specific targets of judgment 
in the task are somewhat different in that they are stimuli that would not be 
expected to evoke a negative or positive evaluation (e.g., an abstract shape, 
symbol, or ideograph). Participants are then asked to judge target neutral 
stimuli as either positive or negative.

For instance, continuing with our attitudes toward Canada example, the 
primes could once again be words related to Canada (e.g., maple leaf, Ottawa). 
The neutral stimuli could be letters from an ancient language unknown to the 
respondents. For each trial, the prime word (e.g., maple leaf, Ottawa) would 
very briefly appear, rapidly followed by a letter from the ancient language, 
which itself is presented only briefly. Respondents are then queried to judge 
if they feel more positive or negative toward the letter that was just presented. 

The logic behind the AMP is simple; the primed word will trigger an 
evaluative response within the respondent, which, because of the very brief 
presentations of both the prime and the target of judgment, will subsequently 
be misattributed to the neutral stimulus. Hence, the task works via affect mis-
attribution, as the evaluation of the ambiguous stimulus is directly influenced 
by an individual’s evaluation of the primes representing the topic of interest 
(e.g., Canada). Thus, in the case of our example, positive attitudes toward 
Canada would be expected to produce a response pattern in which people 
tend to report being positive toward most of the letters that are preceded by 
Canada-related words. In contrast, negative attitudes toward Canada would 
be expected to produce a response pattern in which most of the letters preced-
ed by Canada-related words would be judged negative. 

Like the IAT and EP, the AMP is opaque in its intent in that people are 
never asked to judge the primes (i.e., the stimuli directly related to the topic 
of interest). Additionally, because of the very rapid presentation of stimuli, it 
is very difficult for people to exert intentional control over their responses. 
Indeed, instructing respondents to not allow the primes to have any effect 
on their judgments of targets has little actual impact on their judgments of 
the neutral stimuli (e.g., ancient letters). Because the procedure involves very 
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precise timing in presenting stimuli, it requires computers in order to be ad-
ministered. However, the procedure makes no use of the reaction time of the 
respondents, but instead simply the proportion of positive versus negative 
responses to the letters or other neutral stimuli. Thus, it is likely less sensitive 
to distractions. Additionally, the measure can be used with comparatively 
few trials and thus can be completed in just a few minutes. Hence, the simpler 
nature of the AMP makes it a potential candidate for wider adoption in a 
variety of circumstances. 

Concluding Thoughts on Existing Indirect Measures of Attitudes
As illustrated in our review, the use of indirect measures has a long history in 
social psychology and related disciplines. In some respects, the reasons for de-
veloping these measures arose in response to challenges that parallel the sort 
of issues faced by the CAF and other national security organizations when 
they attempt to gauge the efficacy of their own influence operations or those 
of their adversaries (e.g., concerns that target audiences might be unwilling 
to honestly report their attitudes). Specifically, these existing measures were 
designed to assess attitudes in audiences and/or contexts where people might 
be unwilling or unable to respond to overt attitude measures.

That being said, there are important practical differences in how these 
existing measures have been applied in social science research and the likely 
contexts and audiences for which they would need to be used in national sec-
urity settings. In many situations, the contexts and audiences in national sec-
urity settings present far more challenging practical constraints, and thus one 
cannot assume that respondents will have either the ability or the motivation 
to undertake lengthy measurement procedures, even when they are unaware 
of the intent of these procedures. For instance, soldiers of an adversary are 
unlikely to have the opportunity or inclination to complete a twenty-minute 
IAT procedure assessing their attitudes toward surrender. Thus, compara-
tively few of these indirect measures are likely to be suitable in their current 
form for use in national security settings. That being said, many of the core 
concepts and procedures underlying these existing indirect measures could 
provide a foundation for developing indirect measures that might be suitable 
for these more demanding contexts and audiences (e.g., enemy soldiers on 
a battlefield). It is this possibility to which we turn our attention in the next 
section of this chapter. 
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Developing Indirect Measures for National Security Settings
Conceptually, indirect attitude measures share a number of features. Most 
notably, people are never directly asked to report their attitude, making it 
difficult to deduce what exactly these techniques are measuring. In addition, 
many of these procedures are designed to assess attitudes without giving 
people a chance to intentionally adjust or consider their responses, which can 
be important for gathering information in areas where expressing one’s true 
attitude may carry negative consequences and/or when one wants to assess 
people’s instant “gut” reactions. That said, the contemporary techniques that 
are particularly salient here are computer-based assessments that require 
attention and time, which can often not be guaranteed in field settings. In 
some cases, it might be possible to overcome these practical challenges sim-
ply by presenting these tasks in creative ways that might be likely to engage 
people to expend the effort to complete the procedures. Thus, with some min-
or adaptations, existing measures could be rendered suitable in some circum-
stances. In other cases, more fundamental changes might be necessary that 
ultimately involve creating new indirect measures. However, even in these 
cases, the existing measures might provide a conceptual and/or procedural 
starting point upon which to base these new measures.

Potential Adaptations of Existing Indirect Measures
Even if the exact procedures for the techniques previously discussed cannot 
be precisely replicated for use in some field settings, the core procedural fea-
tures could be utilized in many settings where online-based administration 
of measures is feasible. As we have noted, with the explosion of social media 
platforms for communication, much of the social influence conducted by ad-
versaries and the government organizations tasked with countering them is 
likely to occur in online settings or via other forms of digital communication. 
Many of the methods previously discussed could be administered in these 
settings, and indeed social scientists have been collecting data using indirect 
measures in online settings for many years (e.g., the Project Implicit Website 
at https://implicit.harvard.edu/implicit/; see also Xu et al., 2014). The primary 
challenge is finding ways to “frame” the purpose of these tasks such that they 
are at best likely to encourage people to devote time to completing them, and 
at worst do not cause the target audience to actively avoid responding to these 
measures. That is, these measures must be opaque not only in terms of what 
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they are measuring, but also who is sponsoring them and the purpose for 
which the information is being used.

In considering existing measures for adaptation, perhaps the easiest might 
be the error-choice technique (EC) and the affect-misattribution procedure 
(AMP), because neither measure requires high-resolution response-time data 
and both are comparatively short in duration. These procedures could be 
administered in online environments and likely completed even in contexts 
where people have some outside auditory distractions. However, plausible 
cover stories would need to be provided for the purposes of such measures. 
For example, the AMP could be presented under the guise of a game that 
informs the respondent of a certain skill based on their evaluation of neutral 
stimulus. Judging unknown letters might be framed as a measure of people’s 
ability to learn or intuit new languages or symbol systems. In the case of the 
EC, it could be framed as a test of people’s knowledge of certain topics or 
general trivia knowledge. Importantly, just as such Internet games often in-
clude prizes for performance, similar prizes could be offered to induce people 
to undertake these tasks. Such games could be advertised on social media, 
where they would be exposed to many people within a specified geographical 
area, interest group, or other designation to allow for widespread but precise 
data collection.

Similarly, if the target group of interest is likely to be accessing measures 
in contexts where distractions are comparatively modest and they might have 
time to complete lengthier measures (e.g., a home or a workplace setting), re-
action time–based measures such as EP and IAT could be feasible. These tasks 
could be advertised as “reaction time” or “brain age” tests for participants to 
assess their cognitive speed. Once again, incentives could be offered and ad-
vertisements on social media outlets could be targeted at designated groups.

Potential New Indirect Attitude Measures
In other cases, it might not be feasible to adapt existing measures, or it might 
be useful to develop new measures to supplement existing ones. In these 
cases, following the general logic of traditional indirect measures based on 
behavioural observations could be an avenue for developing new measures. 
However, the opportunities for collecting behavioural data are far richer now 
than was the case in the 1950s and ’60s, when these approaches were origin-
ally developed. The vast majority of countries now either have widespread 
Internet access or are approaching that point; using this medium to gather 
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behavioural information could be invaluable due to the unprecedented reach 
it enjoys among the potential audience.

Researchers could construct websites focusing on a central topic of inter-
est and advertise them via social media. A target audience’s engagement with 
the content of these websites could be measured by counting the number of 
visits to a site, average time spent on a website, and registered email subscrip-
tions. Additionally, activity can be monitored for various pages of the website 
covering different types of content to compare which content is engaged with 
more and can therefore be interpreted as reflective of attitudes. In addition to 
advertising the website through social media, flyers with QR codes could be 
posted or distributed to a target audience. 

In addition to websites, social media could be directly engaged to assess 
user attitudes. Many social media outlets have built-in measures of com-
munity engagement (e.g., Facebook “likes,” Twitter “likes” and “retweets,” 
YouTube views and subscriptions, and Reddit “upvotes”) where the degree of 
community engagement and valenced evaluations of content can be directly 
ascertained. For example, Facebook is one of the most used social media out-
lets worldwide and has many different methods with which users can engage 
with people. Creating and advertising a “Facebook page” that represents a 
certain belief or idea would allow a researcher to assess a target audience’s 
engagement with said beliefs by measuring the number of people who follow 
that page and “like” its posts. Similarly, comments on said posts can be coded 
for valence and intensity to assess attitudes toward them (see Rockledge et al., 
2018). Overall, Facebook has the potential to be a versatile and far-reaching 
tool for data and information collection.

Twitter is another highly popular social media outlet that measures an 
online community’s engagement with short messages or images via “likes,” 
which indicate approval of a message, and “retweets,” where a user reposts an-
other user’s message to their own social network. Both of these responses can 
be gauged to assess the degree of exposure and agreement with the associated 
public posts. Like Facebook, Twitter users can reply to posts while simultan-
eously spreading them to their own social network. Thus, engagement allows 
the message to be more visible to more people, creating a snowball effect for 
data collection.

In addition to the previous outlets, researchers can use YouTube to up-
load videos containing certain messages or arguments and track engage-
ment through view count, subscriptions to the channel that posts the video 
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(indicating that the user wishes to see more content of the same nature), and 
monitoring the like/dislike ratio and comments on the video itself. Videos 
also allow for richer stimuli to be tested on social media users for assessing 
attitudinal responses.

In summary, the Internet offers a vast array of options for presenting 
members of a target audience with opportunities for engaging in behaviours 
related to a given topic of interest that might be used to reliably infer those 
people’s attitudes. However, recent developments in data analytics might per-
mit this method to achieve even higher levels of accuracy than was possible 
with earlier behavioural observation techniques. More specifically, an emer-
ging literature in the social sciences has focused on developing computational 
algorithms that can be used to infer specific attributes of people from their 
“digital footprints” (i.e., their online activities). Thus, large of arrays of online 
behavioural responses can be combined using formal computational algo-
rithms optimized for accuracy of prediction. 

For example, inferences regarding personality traits on the basis of social 
media content can be made using computer-based algorithms that outper-
form the judgments of laypeople examining the same social media content 
(see meta-analytic summaries by Azucar et al., 2018, and Hinds & Joison, 
2019; see also Park et al., 2015). However, inferences are not confined to per-
sonality traits. Research suggests that prediction algorithms can be used to 
infer a variety of other characteristics such as sexual orientation, ethnicity, 
religious and political views, intelligence, happiness, age, and gender (e.g., 
Kern et al., 2016; Kosinski et al., 2013; Settanni et al., 2018). It is also possible 
to infer more specific features of people’s attitudes such as their emotional-
ity and extremity (e.g., Rockledge et al., 2018). Thus, it might be possible to 
construct websites and/or create social media content to elicit behavioural 
responses in a target audience and then develop specific computational algo-
rithms to optimize the value of this information for inferring attitudes on the 
topic of interest.

Of course, not all situations in which social influence is assessed will 
be amenable to Internet-based data collection. For example, the CAF will 
still find itself confronting situations in which the efficacy of its influence 
operations or those of its adversaries must be assessed in places such as a 
physical battlefield. In these contexts, adapting traditional behavioural ob-
servation measures might still be possible. Following the general logic of 
procedures such as the LLT, it might be possible to develop tangible physical 
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communications (e.g., leaflets, posters) or other actions that imply a certain 
attitudinal position and then create contexts where people have the possi-
bility to engage in behavioural response that either facilitate or inhibit these 
efforts. One might then infer the prevalence of attitudinal positions at an ag-
gregate level, or, if precise behavioural data can be collected on individuals, 
perhaps even at an individual level. Importantly, one could in principle de-
velop computational algorithms that combine responses to a variety of these 
focal behavioural actions so as to enhance the accuracy of inferring attitudes 
from such behaviours, just as they are used to more accurately infer attrib-
utes on the basis of online behaviours. Developing “standardized behavioural 
opportunity” protocols that mimic essential features of techniques such as 
the LLT and that can be applied with only modest modification across a range 
of situations constitutes one of the great challenges and potential opportun-
ities for enhancing the ability to evaluate social influence operations. Equally 
important and promising is the effort to developing more sophisticated and 
efficient data analytic procedures for inferring information from this behav-
ioural observation data.

Concluding Thoughts 
While many promising methods of indirect attitude assessment have been 
developed over the years, the research focusing on the application of these 
methods to field settings, particularly of the sort often faced by militaries 
and other national security organizations, has been relatively sparse. Indeed, 
some of these techniques are dependent on controlled environments to mini-
mize distractions and involve relatively lengthy procedures that can become 
tedious. Given these facts, many of the current indirect measures of attitudes 
are likely to be more suitable to relatively controlled environments, and par-
ticularly to audiences that are at least reasonably motivated to be co-operative.  

That being said, these challenges are by no means insurmountable, and 
this research literature has the potential to provide valuable contributions to 
the efforts of government security organizations seeking to better assess the 
impact of their own social influence operations and those of their adversaries. 
A few of these procedures might, with only modest adaptations, be employed 
in some relevant field settings. Likewise, established indirect attitude assess-
ment techniques employ general principles that can be retained and trans-
ferred to new mediums and designs that could be suitable for an even wider 
range of naturalistic environments. Of course, the potential adaptations and 
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innovations we have discussed are at this point speculative. Future research 
would need to be conducted to fully develop the procedural details of these 
adaptations and new approaches and to evaluate their validity. Thus, if a ro-
bust capability in assessing the impact of social influence operations is to be 
developed by the CAF and other Canadian government organizations tasked 
with conducting and countering such activities, a sustained commitment to 
empirically investigating indirect measures will need to be undertaken. Such 
challenges are unlikely to be addressed by the academic community on its 
own.

Equally important, the CAF and other relevant organizations will also 
need to make a sustained commitment to carefully consider the doctrinal 
issues that arise from utilizing such measures. For example, our speculations 
regarding the alternative ways in which existing measures such as the EC 
and AMP might be presented involve the active deception of respondents. 
Indirect measures necessarily involve some level of deception and/or ambi-
guity, the cost of which will have to be weighed against the potential benefits 
of obtaining such information. 

Additionally, there are important operational considerations that must 
be addressed. If such techniques are employed, there is the distinct possibility 
that adversary governments and organizations will condemn such techniques 
of information gathering. As such, they may intervene to stop or corrupt data 
collection. This can be done directly by having websites taken down, engaging 
in cyber-attacks, or feeding fake/useless information through the data-col-
lection streams. Indirect methods of shutting down such research can also 
be employed (e.g., disabling Internet access in areas of interest, or warning 
people to be suspicious of new surveys and pages on their social media pages). 
These practical challenges will need to considered and tactics for coping with 
them developed accordingly. 

In summary, because these techniques are novel to the CAF and other 
security organizations, many implications, as well as the potential challen-
ges of indirectly assessing attitudes in national security applications, remain 
unknown. More empirical research and doctrinal development are required 
if the potential of these techniques is to be fully realized and the related risks 
fully appreciated. Ultimately, it is important to grapple with not only the 
questions of if and how these measures can be used, but also whether they 
should be used at all, and if so, for whom and under what circumstances.  
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N O T E S

1 It should be noted that in most influence operations in national security settings 
(as well as other applied settings), the ultimate goal of operations is some form of 
behavioural outcome, be it a very specific target behaviour or a broad pattern of 
behavioural responses across an array of relevant behaviours. Generally, attitude 
change is a necessary but not sufficient condition for achieving broad and enduring 
behavioural change. Thus, the assessment of attitude change can provide a preliminary 
evaluation of the likelihood of success of an influence operation, but not a definitive 
verdict on its ultimate efficacy. The topic of when and why attitudes predict behaviour 
and how to assess the likelihood that attitude change might be expected to translate 
into changes in behaviour is itself the subject of a large research literature that goes 
beyond the scope of this chapter (see Fabrigar et al., 2019; Fabrigar et al., 2010).    

2 Throughout this chapter, we primarily use the terms “direct/indirect attitude 
measures” to differentiate between traditional attitude measures that overtly ask people 
to report their attitudes and more subtle forms of attitude measurement that never 
overtly ask people to report their attitudes. This terminology has been the traditional 
set of labels for differentiating between overt and subtle attitude measures, but it is less 
commonly used in contemporary discussions of attitude measurement. Instead, the 
terms “explicit/implicit” have become more popular. In many discussions, the manner 
in which these two sets of terms have been used can be considered interchangeable. 
However, in some contemporary discussions (e.g., Gawronski & De Houwer, 2014), 
the term “implicit measure” has been used in a somewhat more restrictive manner 
to refer to indirect measures that are presumed to reflect comparatively automatic 
psychological processes that operate outside people’s intentional control. For this 
reason, we use the “direct/indirect” terms, which refer to the overtness of the measure 
and convey no formal assumptions regarding the nature of the psychological process it 
reflects.  

3  Another alternative approach to direct measures of attitudes is the use of physiological 
responses. A number of physiological measures of attitudes have been proposed 
(Blascovich, 2014), some of which have been found to function reasonably well. Because 
such measures are unlikely to be feasible in the field settings in which one might expect 
to use attitude measures for the purposes we discuss, we do not analyze these measures 
in this chapter.



3231 2  |  A s s e s s i n g  I n f l u e n c e  i n  T a r g e t  A u d i e n c e s

R E F E R E N C E S
Azucar, D., Maregndo, D., & Settanni, M. (2018). Predicting Big 5 personality traits from 

digital footprints on social media: A meta-analysis. Personality and Individual 
Differences, 124, 150–9. https://doi.org/10.1016/j.paid.2017.12.018

Blascovich, J. (2014). Using physiological indexes in social psychological research. In H. T.  
Reis & C. M. Judd (Eds.), Handbook of research methods in social and personality 
psychology (2nd ed., pp. 101–22). Cambridge University Press.

Bushman, B. J., & Bonacci, A. M. (2004). You’ve got mail: Using e-mail to examine 
the effect of prejudiced attitudes on discrimination against Arabs. Journal 
of Experimental Social Psychology, 40(6), 753–9. https://doi.org/10.1016/j.
jesp.2004.02.001

Coffin, T. E. (1941). Some conditions of suggestion and suggestibility: A study of 
certain attitudinal and situational factors influencing the process of suggestion. 
Psychological Monographs, 53(4), 125–7. https://doi.org/10.1037/h0093490

Fabrigar, L. R., MacDonald, T. K., & Wegener, D. T. (2019). The origins and structure 
of attitudes. In D. Albarracin & B. T. Johnson (Eds.), Handbook of attitudes and 
attitude change, vol. 1 (2nd ed., pp. 109–57). Routledge.

Fabrigar, L. R. & Porter, R. D. (2008).  Evaluating the psychology in psychological 
operations: An assessment of the state of psychological knowledge in Canadian 
Forces’ PSYOPS training (Research Report 2008-01). Royal Military College of 
Canada.

Fabrigar, L. R., Wegener, D. T., & MacDonald, T. K. (2010). Distinguishing between 
prediction and influence: Multiple processes underlying attitude-behavior 
consistency. In C. R. Agnew, D. E. Carlston, W. G. Graziano, & J. R. Kelly (Eds.), 
Then a miracle occurs: Focusing on behavior in social psychological theory and 
research (pp. 162–85). Oxford University Press.

Fazio, R. H., Jackson, J. R., Dunton, B. C., & Williams, C. J. (1995). Variability in 
automatic activation as an unobtrusive measure of racial attitudes: A bone fide 
pipeline? Journal of Personality and Social Psychology, 69(6),1013–27. https://doi.
org/10.1037/0022-3514.69.6.1013

Gawronski, B. & De Houwer, J. (2014). Implicit measures in social and personality 
psychology. In H. T. Reis & C. M. Judd (Eds.), Handbook of research methods in 
social and personality psychology (2nd ed., pp. 283–310). Cambridge University 
Press.

Gerasimov, V. (2016). The value of science is in the foresight: New challenges demand 
rethinking the forms and methods of carrying out combat operations. Military 
Review, January–February, pp. 23–9.

Goldstein, F. L., & Findley, B. F. (1996). Psychological operations: Principles and case 
studies. Air University Press.

Greenwald, A. G., McGhee, D. E., & Schwartz, J. L. K. (1998). Measuring individual 
differences in implicit cognition: The implicit association test. Journal of 



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y324

Personality and Social Psychology, 74(6), 1464–80. https://doi.org/10.1037/0022-
3514.74.6.1464

Guttman, L. (1944). A basis for scaling qualitative data. American Sociological Review, 9(2), 
139–50. https://doi.org/10.2307/2086306

Hammond, K. R. (1948). Measuring attitudes by error-choice: An indirect method. Journal 
of Abnormal and Social Psychology, 43(1), 38–48. https://doi.org/10.1037/h0059576

Hinds, J., & Joinson, A. (2019). Human and computer personality prediction from digital 
footprints. Current Directions in Psychological Science, 28(2), 204–11. https://doi.
org/10.1177/0963721419827849

Karpinski, A. & Steinman, R. B. (2006). A single category implicit association test as a 
measure of implicit cognition. Journal of Personality and Social Psychology, 91(1), 
16–32. https://doi.org/10.1037/0022-3514.91.1.16

Kern, M. L., Park, G., Eichstaedt, J. C., Schwartz, H. A., Sap, M., Smith, L. K., & Ungar, 
L. H. (2016). Gaining insights from social media language: Methodologies 
and challenges. Psychological Methods, 21(4), 507–25. https://doi.org/10.1037/
met0000091

Kidder, L. H., & Campbell, D. T. (1970). The indirect testing of social attitudes. In G. F. 
Summers (Ed.), Attitude measurement (pp. 333–85). Rand McNally & Co.

Kim, Y. M., Hsu J., Neiman D., et al. (2018). The stealth media? Groups and targets behind 
divisive issue campaigns on Facebook. Political Communication, 35(4), 515–41. 
https://doi.org/10.1080/10584609.2018.1476425

Kosinski, M., Stillwell, D., & Graepel, T. (2013). Private traits and attributes are predictable 
from digital records of human behavior. Proceedings of the National Academy of 
Sciences, 110(15), 5802–5. https://doi.org/10.1073/pnas.1218772110

Kremer, J., Barry, R., & McNally, A. (1986). The misdirected letter and the quasi-
questionnaire: Unobtrusive measures of prejudice in Northern Ireland. Journal of 
Applied Social Psychology, 16(4), 303–9. https://doi.org/10.1111/j.1559-1816.1986.
tb01142.x

Kubany, A. J. (1953). A validation study of the error-choice technique using attitudes on 
national health insurance. Educational and Psychological Measurement, 13(2), 
157–63. https://journals.sagepub.com/doi/pdf/10.1177/001316445301300201?casa_
token=CMyHev5uD3MAAAAA:A9fppFAINUwxlaVfTVe9KrY2WCx5Z70mkLoZ
tpX9NxOoxrWtVeiuIcDmg1U5EfgdUezVtXkOmGp-Lw

Lewis, P., Hilder, P. (2018, 23 March). Leaked: Cambridge Analytica’s blueprint for Trump 
victory. The Guardian. https://www.theguardian.com/uk-news/2018/mar/23/
leaked-cambridge-analyticas-blueprint-for-trump-victory

Likert, R. (1932). A technique for the measurement of attitudes. Archives of Psychology, 
22(140), 5–55.  

Milgram, S., Mann, L., & Harter., S. (1965). The lost-letter technique: A tool of social 
research. Public Opinion Quarterly, 29, 436–7. http://www.communicationcache.



3251 2  |  A s s e s s i n g  I n f l u e n c e  i n  T a r g e t  A u d i e n c e s

com/uploads/1/0/8/8/10887248/the_lost-letter_technique-_a_tool_of_social_
research.pdf

Newcomb, T. M. (1940). Labor unions as seen by their members: An attempt to measure 
attitudes. In G. W. Hartmann, & T. M. Newcomb (Eds.), Industrial conflict (pp. 
313–38). Cordon.

Newcomb, T. M. (1946). The influence of attitude climate upon some determinants of 
information. Journal of Abnormal and Social Psychology, 41(3), 291–302. https://doi.
org/10.1037/h0058824

Osgood, C. E., Suci, G. J., & Tannenbaum, P. H. (1957). The measurement of meaning.  
University of Illinois Press.

Park, G., Schwartz, H. A., Eichstaedt, J. C., Kern, M. L., Kosinski, M., Stillwell, D. J., Ungar, 
L. H., & Seligman, M. E. P. (2015). Automatic personality assessment through 
social media language. Journal of Personality and Social Psychology, 108, 934–52.

Payne, B. K., Cheng, C. M., Govorun, O., & Stewart, B. D. (2005). An inkblot for attitudes: 
Affect misattribution as implicit measurement. Journal of Personality and Social 
Psychology, 89, 277–93. https://doi.org/10.1037/0022-3514.89.3.277

Petty, R. E., Fazio, R. H., & Briñol, P. (Eds.). (2009). Attitudes: Insights from the new 
implicit measures. Psychology Press.

Paulhus, D. L. (1991). Measurement and control of response bias. In Robinson, J. P., Shaver, 
P. R., Wrightsman, L. S. (Ed.), Measures of personality and social psychological 
attitudes, vol. 1 (pp. 17–51). Academic Press.

Porter, R. D. (2010). Resurrecting the error choice technique: The premature demise of an 
indirect measure of attitude? [Unpublished PhD dissertation]. Queen’s University.

Proshansky, H., & Murphy, G. (1942). The effects of reward and punishment on perception. 
Journal of Psychology, 13(2), 295–305. https://doi.org/10.1080/00223980.1942.9917
097

Rockledge, M. D., Rucker, D. D., & Nordgren, L. F. (2018). The evaluative lexicon 2.0: The 
measurement of emotionality, extremity, and valence in language. Behavioral 
Research Methods, 50, 1327–44. https://link.springer.com/article/10.3758/s13428-
017-0975-6

Seaboyer, A. (2016). Social media messaging for influence in national security. Defence 
Research & Development Canada. Report number DRDC-RDDC-2016-C257. 
https://www.researchgate.net/publication/331071944_Social_Media_Messaging_
for_Influence_in_National_Security.

Seaboyer, A. (2018). Influencing techniques using social media. Defence Research & 
Development Canada. Report number DRDC-RDDC-2018-C177. https://www.
researchgate.net/publication/331069575_Influence_Techniques_Using_Social_
Media.

Settanni, M., Azucar, D., & Marengo, D. (2018). Predicting individual characteristics from 
digital traces on social media: A meta-analysis. Cyberpsychology, Behavior, and 
Social Networking, 21(4), 217–28. https://doi.org/10.1089/cyber.2017.0384



D E T E R R E N C E  I N  T H E  2 1 S T  C E N T U R Y326

Singer, P. W., Brooking, E. T., (2018). LikeWar: The weaponization of social media. Eamon 
Dolan/Houghton Mifflin Harcourt.

Smith, G. H. (1947). Beliefs in statements labelled Fact and Rumor. Journal of Abnormal & 
Social Psychology, 42(1), 80–90. https://doi.org/10.1037/h0057845

Stern, S. E., & Faber, J. E. (1997). The lost e-mail method: Milgram’s lost-letter 
technique in the age of the Internet. Behavior Research Methods, Instruments, & 
Computers, 29(2), 260–3. https://link.springer.com/article/10.3758/BF03204823

Thurstone, L. L. (1928). Attitudes can be measured. American Journal of Sociology, 33(4), 
529–54.

Vaughan-Johnston, T. I., Fowlie, D. I., & Jacobson, J. A. (2021). Facilitating scientific 
communication between strangers: A preregistered lost email experiment 
[Unpublished manuscript]. Queen’s University.  

Webb, E. J., Campbell, D. T., Schwartz, R. D., & Sechrest, L. (1966). Unobtrusive measures: 
Nonreactive research in the social sciences. Rand McNally.

Weschler, I. R. (1950a). An investigation of attitudes toward labour and management 
by means of the error-choice method. Journal of Social Psychology, 32(1), 51–62. 
https://www.tandfonline.com/doi/pdf/10.1080/00224545.1950.9919030?casa_tok
en=vE9GWsxIqOYAAAAA:gGl7XiEr1wFKNoL3Lil7F2Ef-0E0e-1-TqsCUZ_0Ry-
UDVlohuLQe5a8uNUImNnDn6nrspCm--OMNQ

Weschler, I. R. (1950b). A follow-up study on the measurement of attitudes 
toward labour and management by means of the error-choice method. 
Journal of Social Psychology, 32(1), 63–9. https://www.tandfonline.com/
doi/pdf/10.1080/00224545.1950.9919031?casa_token=IWdQMntASEg
AAAAA:wFLCZ1Jze77ddK7CjT0md7IDB8eDFgNzgO3gSNgntupiy1-
PfkagtYQUczWF3Sw0M5VtUwDZ9Pvvuw

Xu, K., Nosek, B., & Greenwald, A. G. (2014). Psychology data from the race implicit 
association test on the Project Implicit demo website. Journal of Open Psychology 
Data, 2(1), e3. https://doi.org/10.5334/jopd.ac



327

Conclusion

Keith Stewart and Madeleine D’Agata

Eric Ouellet’s introduction to this volume set out a series of essential ques-
tions. The chapters that followed provided expert insights that offer a starting 
point for addressing the critical issues faced. However, we are far from having 
clear solutions at this point. In soliciting contributions, the net was cast wide, 
as befits a problem set as challenging as this. The aim was to examine the 
implications of the changing information environment (IE) for security at all 
levels, including national security and the security of individuals and organ-
izations. The major theme of the book has been the harnessing of information 
to achieve strategic influence internationally by a range of actors, both state 
and non-state, most recently in the context of renewed and overt great power 
competition, but equally during the period since the fall of the Berlin Wall 
and particularly in the wake of September 2001. In modern times, the per-
ennial problem of disinformation has resurfaced, promulgated widely using 
novel media, especially since the development of social media and Web 2.0, 
and this has been highlighted in the material presented by many of the auth-
ors. However, this is not the only challenge posed by the constantly changing 
nature of the IE, and other critical concerns have been discussed here—for 
example, the opportunities afforded malign actors to harness cyber means to 
threaten critical infrastructure and military capability. 

Perhaps the most basic question we face is how to achieve security in the 
face of the challenges posed by adversary action that exploits the IE. This can 
be considered at a number of levels of analysis; for example, the personal sec-
urity of individuals and their assets, operations security for military, police, 
and other security services that must guard essential information, and, ultim-
ately, national security. The diversity of material in this book reflects this. At 
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the national strategic level, our security has rested, since the end of the Second 
World War, on the achievement of mutual deterrence based on the threat of 
massive retaliation with nuclear weapons. Thus, paraphrasing the challenge 
laid down by Dr. Ouellet in the introductory chapter, it is important to ask to 
what extent a deterrence-based posture has the potential to maintain security 
given information-based challenges and threats, and if so, how do deterrence 
theory and practice need to adapt to this new reality? This line of inquiry 
led Ouellet to a number of supplementary questions, including the following: 
Given the salience of the threat posed by adversarial disinformation, to what 
extent can it be deterred? If so, is it possible to deter disinformation or other 
information-based threats through the threat of punishment, or is a different 
approach required? If deterrence is found to be a viable approach, then what 
do we need to understand about our adversaries in terms of their perception 
of costs and benefits that might enable us to achieve a deterrence stance? How 
should Canada and its allies face up to these challenges, and are there any 
ways in which the West might begin to fight back? Importantly, how can we 
achieve all of the foregoing and still conform to our own legal and ethical 
standards without being brought to the level of our adversaries? This volume 
has provided a diverse set of insights from leading international experts that 
have a bearing on all of these problems and more. This final chapter presents 
reflections on some of the above questions based on a selective distillation of 
some information from the preceding chapters combined with material from 
other sources with the aim of offering a series of concluding thoughts.

Perspectives on the Challenge of Deterrence in the IE
We have seen that the spread of misinformation and disinformation in the IE 
has increased dramatically in the past few years around the world, often se-
verely impacting individuals and organizations and causing confusion, pan-
ic, and, on occasion, distrust in government (Bennett & Livingston, 2018; Liu 
& Huang, 2020). Geography offers little protection against this scourge, and 
Canada and Canadians, among other polities, have been increasingly target-
ed in recent years. Certain nations have been, and continue to be, at the fore-
front of the spread of disinformation, impacting elections in the United States 
as well as more recently propagating falsehoods surrounding COVID-19 
(US Department of State, 2020). Not only does such disinformation lead to 
financial losses—for example, at the time of writing, $7.75 million has been 
lost to COVID-19 fraud in Canada according to the Canadian Anti-Fraud 
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Centre (2021)—it also discourages susceptible individuals from following 
public health guidelines and promotes vaccine hesitancy, potentially, in the 
end, contributing to the further spread of COVID-19. Moreover, whether 
we are discussing cyberspace, or the IE more broadly, it is recognized that 
it is extremely difficult to defend against adversarial activity. In their chap-
ter Leuprecht and Szeman identified several attributes of the IE that present 
significant challenges. These include its interconnectedness, which enables 
adversaries to generate effect without concern for geography or political bor-
ders, the relatively low costs of entry, and the possibility of engagement in 
continuous offensive operations. Adaptation of deterrence for the challenges 
of the IE must take account of these characteristics.

As noted in the chapter by Jackson, despite the importance being placed 
on deterring the spread of disinformation in Canada from a security and safety 
standpoint, there is actually little consensus from academia or policy-makers 
on how exactly Canada should defend itself. As that author points out, part of 
the problem is a lack of consensus on defining disinformation, which Jackson 
and others approach as a societal and cultural issue as much as one of secur-
ity. Disinformation is typically understood to imply the intentional spreading 
of deliberately false information. This contrasts with misinformation, which 
implies the unintentional dissemination of similarly false or inaccurate infor-
mation. Thus, by many definitions, disinformation is meant to intentionally 
and maliciously mislead others. And yet, it is not always possible to ascertain 
intention. Jackson stresses that government efforts aimed at attenuating the 
spread of disinformation need to proceed with caution to ensure they are not 
perceived as interfering with freedom of speech. 

A consistent theme in this book has been the observation that the IE, 
and specifically the Internet and social media, have substantially increased 
the potential for adversaries to engage in information operations (IO) against 
competitor nations, effectively overcoming geographical and territorial 
boundaries to a variety of ends, including the spreading of false narratives 
and propaganda, enabling clandestine access to information and networks, 
and interference with control systems for civilian and military infrastructure. 
Chapters in this volume have examined the activities of specific competitor 
nations. For example, the chapters by Heide and by Seaboyer and Jolicoeur 
focus on Russia and China, respectively, while Bar-Gil examines information 
activities directed against Israel by Iran and its proxies, as well as examples 
of Russian IE tactics. This work demonstrates that, in addition to seeking to 
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catch up with the West in terms of IE capability, the adversary powers con-
sidered here have taken the opportunity to adapt technologies to their own 
preferred methods. For example, Seaboyer and Jolicoeur describe China’s 
policy of “informationalization,” which has, in part, enabled the Chinese 
Communist Party (CCP) to exploit tools, originally conceived of as enabling 
the free exchange of information, to bound and manipulate the narratives to 
which Chinese citizens have access.

In a similar vein to Seaboyer and Jolicoeur’s comments on China, Heide 
reminds us that Russia also engages extensively in the IE internally, as well 
as externally. Heide points out that this contrasts with democratic nations 
that only conduct IO on operations (in almost all cases abroad). Domestically, 
both have a specific focus on maintaining the mood and morale of their 
populations and armed forces by controlling the information and ideas that 
they can access with a view to avoiding any threat to the authority of the 
ruling regimes through dissent or uprisings. After a degree of thawing in 
the late 1980s and ’90s, Chinese and Russian authorities are again exerting 
a high degree of control over the IE of their citizens. While the technologies 
have changed, the intention is reminiscent of earlier attempts to block access 
to information from the outside world—for example, Soviet radio jamming 
operations against Radio Free Europe and Radio Liberty, which broadcast 
from Munich during the Cold War to provide domestic news to audiences be-
hind the Iron Curtain.1 Today’s equivalent is manifest in the complex system 
of technological control and enforced censorship that has been dubbed the 
“Great Firewall of China.”2 Stittmatter (2018) describes the techniques of “in-
timidation, censorship, and propaganda” that enabled the CCP to take back 
control of the Internet after a period of relative freedom before 2012. Deletion 
of social media accounts, blocking of websites, restrictions on the numbers 
of persons with whom a social media user can share information, and the 
introduction of fake information, among others, are all cited as techniques 
through which the CCP was able to fulfil the leader’s command to “win back 
the commanding heights of the internet” (Stittmatter, 2018, p. 70). Similar to 
the point made by Leuprecht and Szeman regarding the possibilities provided 
by the IE for engagement in persistent operations, these authors observe that, 
in their external affairs, both Russia and China appear to adopt a posture 
of constant conflict, notably in the IE, where they are able, in Lindsay and 
Gartzke’s (2019) terms, to inflict some harm “through cyber exploitation, 
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covert infiltration, and other ‘gray zone’ provocations that fall below clear 
thresholds of . . . retaliation” (p. 15). 

Russian operations in the IE are constant and are aimed widely at all 
sections of the targeted nations, including the military, civil society, and 
policy-makers. Bar-Gil’s chapter describes a struggle for “the global mind-
set.” That author also observes that, compared to some of its adversaries, 
Israel is at a relative disadvantage owing to the breadth and sophistication 
of its information infrastructure and, by extension, its dependence on such 
technology-enabled systems, which leaves it exposed to information and 
cyber-attacks. This echoes Lindsay and Gartzke’s (2019) observation that “It 
is possible and much feared in some circles, that weaker states and nonstate 
actors might exploit the technologies of globalization to undermine the con-
ventional military advantages of great powers” (p. 3). In this regard, it is in-
teresting that Bar-Gil notes that access to the IE means that malicious activity 
that “what was formerly a gradual, professional psychological impact is now 
a high-speed action that even the least competent, remote, and disassembled 
forces may conduct due to technological improvements.” As Leuprecht and 
Szeman observed, in the modern IE, the costs of entry are low.

Several authors in this volume point to the use of proxies as part of oper-
ations in the IE. Bar-Gil describes how Iran provides capability to its allies 
Hezbollah and Hamas to enable operations against Israel, and in some cases 
directs specific cyber operations, thus achieving the benefits of deniability 
while overcoming the disadvantages of physical dislocation from its target. 
Heide provides a very comprehensive description of the multitude of proxy 
channels adopted by Russia in its IO, noting the overt use of third-party or-
ganizations such as state media as well as a range of “grey” and “black” means 
that again confer plausible deniability. Seaboyer and Jolicoeur describe how 
the CCP exploits various levels of the Chinese and foreign media domestically 
and externally with a view to controlling its message. In addition, they outline 
how China is able to expand its technical capability for IO via manipulation 
of academic and industrial relationships, blurring the lines between civil and 
military research and development and industrial capacity.

As mentioned previously, the challenges addressed by this volume re-
quire consideration at several different levels of analysis. While the forego-
ing comments relate exclusively to the national strategic level, it would be 
wrong to ignore the fact that engagement with the IE occurs at the individual 
level, and thus effort must be expended in understanding the risks associated 
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with individual actions and the contexts in which individual actors operate. 
Although the IE can serve as an environment that facilitates positive human 
interaction, as observed by Ducol et al. (2016), deviant behaviours, attitudes, 
and beliefs are of great concern and can lead to serious consequences for in-
dividuals such as cyber-bullying, cyber-stalking (Hango, 2016), and fraud 
(Canadian Anti-Fraud Centre, 2021; Johnson, 2019), among others. Research 
suggests that certain types of individuals are particularly susceptible to being 
influenced in the IE. For instance, D’Agata and colleague found links between 
lowered Honesty-Humility (one of the six factors of personality) and great-
er online disinhibition, engagement in risky online behaviours (D’Agata & 
Kwantes, 2020), and engagement with strangers online (D’Agata, Kwantes, & 
Holden, 2021). These are examples of behaviours that can increase not only 
one’s exposure to adversaries and criminals, but also one’s susceptibility to 
oversharing or behaving in unsafe ways online. Peter et al. (2021) found cer-
tain individuals, such as younger adults, to be more susceptible to belief in 
disinformation or conspiracy theories. Furthermore, psychological tenden-
cies or needs seem to be influential in the IE; for instance, as noted in the 
chapters by Meharg and by Speckhard and Ellenberg, the need to belong or 
connect with others or establish one’s identity can promote engagement with 
strangers online. Moreover, for some, these needs may be met in the IE more 
so than in real-world settings. For instance, research has found a link between 
heightened real-life social isolation as well as social anxiety and increased 
comfort with or reliance on online communication (e.g., Whaite et al., 2018; 
Prizant-Passal et al., 2016). Speckhard and Ellenberg found that in extreme 
cases, such a need can result in individuals being radicalized, leading to even 
more serious outcomes such as engaging in illegal activity. More concerning, 
these authors also note that the sophistication extremists and extremist or-
ganizations display in the IE is particularly challenging to effectively counter 
or dispel. 

How Should Deterrence Theory Change to Match the Challenges of the IE?
A number of the contributors to this volume have observed that classical mod-
els of deterrence require revision to address the realities of the early twenty-
first century. As Jackson and Leuprecht and Szeman have all pointed out, to 
effectively deter in the IE, Canada and its allies must update their deterrence 
theory and practice. The changes necessitating such a rethink are in large 
part bound up, as Cimbala and Lowther and Ankersen, for example, have 
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pointed out, with changes within the IE itself. Ankersen chapter includes the 
observation that “what has changed are the “operant media through which 
and with which opponents” communicate, while Cimbala and Lowther note 
in theirs that “the nuclear-cyber relationship . . . makes deterrence a much 
more complex task.” Nevertheless, material presented in this volume provides 
some grounds for optimism that the fundamental aspects of deterrence, such 
as communication, credibility, and risk calculation, are broadly similar to-
day when compared with the immediate post-1945 period, and are likely to 
remain so with the consequence that deterrence continues as a possibility 
in the modern era. Stressing the importance of the non-physical elements 
of deterrence such as credibility and communication, Ankersen states that a 
“material bias” focused on, for example, weapons systems, has directed atten-
tion from the fact that “deterrence actually operates—has always operated—
in the information environment.” Thus, Ankersen sees contextual change in 
terms of the means, that is to say the information technology that enables 
communication between the deterring parties. 

Self-knowledge of vulnerability to threat is essential to building pre-
paredness and resilience in anticipation of likely future attacks, as was 
stressed by Robinson in a paper that emphasized the requirement for “syn-
chronised and systemic” (2019, p. 8) responses to adversary hybrid tactics. 
Similar to Ankersen, Robinson notes that while many of the threats facing 
NATO nations are not new, the means that an adversary might employ, such 
as cyber, are. Thus, Robinson emphasizes the need for deterrence theory and 
strategies to address such change, and notes that new approaches, including 
non-kinetic options, have developed with a view to deterring hybrid threats. 

Lastly, Ankersen’s comments align well with many of the other authors in 
this volume with regard to the likely benefits of dissuasion through defence in 
a “deterrence by denial” approach. The framework of cyber threats presented 
by Ankersen provides a useful means for structuring an integrated defensive 
posture across all domains and environments, based on an understanding of 
the various threat categories. Many authors in this volume have stressed the 
importance of promoting resilience in order to be positioned to engage in 
deterrence by denial. Jackson’s chapter includes the observation that doing 
so “not only mitigates harmful effects of hostile influence, but also changes 
adversaries’ cost-benefit analyses by denying them (technical or strategic/pol-
itical) benefits.” Jackson adds that such efforts may need to be carried out in 
coordination with governments, private actors, and civilians.
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Deterrence is a form of influence operation in that it seeks to achieve 
psychological effects in a decision maker with a view to guiding that indi-
vidual to behave in a certain way. Smith (2005) summed up the basis for all 
deterrence in noting that, “In short, the real target of someone wishing to 
deter is the mind of the opposing decision maker” (p. 190). Deterrence theory 
has seen regular revision in the light of real-world contextual changes, for ex-
ample, the end of the Cold War. It has also adapted to take account of research 
that used observational studies to examine the fundamental assumptions of 
the theory. For example, Jervis (1985) lamented the fact that an examination 
of case studies demonstrated that “participants almost never have a good 
understanding of each other’s perspective, goals or specific actions. Signals 
that seem clear to the sender are missed or misinterpreted by the receiver, 
actions meant to convey one impression often leave quite a different one” (p. 
1). Jervis further stated that classical deterrence theory was flawed to the ex-
tent that it relied on deductive logic rather than an examination of real-world 
experience, and that it was “based on the premise that people are highly 
rational” (p. 1). The aim of Jervis and colleagues (1985) was to strengthen 
the theory and its application with an improved understanding of, among 
other things, how, in the real-world, officials and institutions of state process 
information, how humans make decisions, and the cognitive and other biases 
that may undermine those processes. Thus, it is to be hoped that adaptation 
to the realities of the modern IE should represent a continuation of a process 
of evolution rather than a major transformation. 

A very good example of an adaptation of deterrence theory that ap-
pears well-suited to the challenges of IE-mediated deterrence was described 
in Wilner’s chapter in the context of counterterrorism. Wilner describes 
the development of a novel theoretical approach based upon deterrence by 
de-legitimization that “weighs on an adversary’s normative or ideological 
perspective” with a view to undermining the logic upon which their use of 
terror tactics is based by “targeting and degrading the ideological motiva-
tion that guides support for and participation in terrorism.” This raises an 
important issue—namely, the development of a sound understanding of an 
adversary (as well as that adversary’s supporters and potential supporters) to 
see how justification for their actions is achieved, and consequently how it 
might be undermined. Wilner’s chapter extends the application of the notion 
of deterrence by de-legitimization by applying it to the issue of deterrence in 
the IE, advocating specifically for the establishment of international norms 
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for actors’ behaviour within the IE, for more publicity for breaches of accept-
able behaviour, and, lastly, for proactive efforts within society to strengthen 
shared basic principles with a view to achieving collective resilience. Citing 
Doorn and Brinkel, Wilner stresses the importance of building and en-
abling trust and credibility within our societies in order to establish “societal 
counterweights to malicious propaganda and disinformation campaigns.” As 
noted in Jackson’s chapter, Canada’s responses to disinformation are broad, 
and future research is needed to better understand how these responses could 
be better refined as well as tailored to different situations.

Understanding Adversaries in Order to Deter Them
In their chapter, Cimbala and Lowther note that part of the process of adapt-
ing deterrence to the modern strategic environment is a recognition that 
there is a requirement for “tailored” approaches, based on an in-depth under-
standing of the specific adversary to be deterred. Ankersen likewise stresses 
the importance of the development of an improved appreciation of the adver-
sary and, citing Jervis, notes the importance of understanding how potential 
adversaries view the world in order to understand their behaviour and, ul-
timately, their intentions. Moreover, Ankersen emphasizes the fundamental 
psychological nature of deterrence, quoting Filipidou (2020) and Jervis et al. 
(1985), who refer to it, respectively, as “a state of mind” and “a psychological 
relationship.” Perhaps the essential point in Ankersen’s chapter is that, by fo-
cusing on the intended effects of adversary action, it should be possible to dis-
cern these actors’ goals and therefore how they would perceive the likely costs 
and benefits of their actions. The contention is that the apparent “uniqueness” 
of cyber, which Ankersen argues is “overstated” and is based on a focus on 
means and capability, can be bypassed, thereby allowing a more integrated 
perspective of the threat and enabling a comprehensive view of deterrence 
that includes cyber. This, according to Ankersen, is essential to deterrence via 
threat of reprisal, since “without an appreciation for what the intended effects 
or benefits of an attack are, it is difficult to calibrate the costs necessary to 
dissuade an opponent from carrying it out.”

Cimbala and Lowther point out that nuclear crisis management is “both 
a competitive and a co-operative endeavour” and emphasize that communi-
cation is essential to enable each party to demonstrate its appreciation of a 
situation to the other. Seen in this way, deterrence is reliant on the develop-
ment and maintenance of an effective relationship between the parties based 
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on clear communication. In addition, they underline the importance of each 
side developing a clear and accurate understanding of their adversary’s in-
tentions and capabilities upon which to base risk assessment and course-of-
action decision making. These observations align with early iterations of de-
terrence theory. For example, Schelling (1966) pointed out that “a hot line can 
help to improvise arms control in a crisis: but there is a more pervasive dia-
logue about arms control all the time between the US and the Soviet Union. 
. . . I have in mind . . . the continuous process by which the USSR and the 
US interpret each other’s intentions and convey their own” (p. 264). Cimbala 
and Lowther’s focus is on nuclear crisis management, but these elements are 
central to all deterrence relationships, whether in a crisis or in a steady state.

In their chapter, Schleifer and Ansbacher provide their perspective on the 
deterrent relationship between Israel and Hamas. They judge that Hamas has 
achieved an appropriate appreciation of Israeli decision makers’ perception 
of risk and is therefore managing to deter them by shaping public opinion 
with respect to the acceptability or otherwise of the probable costs of specific 
military action. Their chapter provides a series of examples of how, in their 
opinion, a combination of terror tactics, disinformation, and influencing 
international opinion has enabled Hamas to achieve this deterrence despite 
Israel’s military advantages.

Importantly, the chapters in section 1 of this volume emphasize the 
critical element of credibility in deterrence communication. This comprises, 
at least, the extent to which the party receiving the deterrent message believes 
that their adversary has both the capability claimed and the intention and will 
to use that capability in the circumstances specified. This is, in turn, depend-
ent on issues such as the credibility of the source of the deterrent message and 
the effectiveness of the transmission of that message, neither of which can be 
assumed. Even heads of state can fall foul of this basic requirement. For ex-
ample, as Keegan (2005) reminds us, by 2002 Saddam Hussein was “a victim 
of his own fictions and evasions. Because of his systematic mendacity, he had 
lost the capacity to persuade anyone that he was telling the truth” (p. 113).

Understanding Situations
More than one author in this volume touched on the critical issue of protag-
onists’ ability to achieve and maintain what Endsley (e.g., 1995) and others 
have called “situation awareness” and, particularly in the case of Cimbala 
and Lowther’s chapter, the dangers of protagonists not being able to maintain 
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such an appreciation. The implication is that the increasing speed and com-
plexity of situations mediated in the IE renders the achievement and main-
tenance of situation awareness extremely difficult and thus increases risk of 
misdiagnosis, miscalculation, and human error. In particular, they provide 
several examples of how cyber operations have the potential, deliberately or 
inadvertently, to skew or undermine an opponent’s understanding, as may be 
the case, for example, through the manipulation of information within an ad-
versary’s C4ISR systems, or through disruption of their internal communica-
tions, or perhaps through direct interference with the systems controlling the 
weapons themselves. A critical element of Cimbala and Lowther’s argument 
is that having lost situational awareness, participants could feel increased 
pressure to take pre-emptive action.

Many of the situational characteristics described by the authors in 
this volume, and in particular the crisis-management situations discussed 
by Cimbala and Lowther, such as limited time, situational ambiguity, and 
changing conditions, are in line with applied settings studied by psychol-
ogists interested in “naturalistic decision making” (NDM), notably Klein 
(e.g., 2008). Their studies of fire commanders, process control operators, 
surgical teams, and military commanders, to name a few, demonstrated, 
much as Jervis observed, that, placed in such situations, people tend not to 
conform to best practices predicted by rational decision theory. Rather, in 
time-compressed emergency environments, the experts reported using prior 
experience and knowledge rapidly to categorize the situation and generate as 
adequate a response as possible in terms of a course of action. Cimbala and 
Lowther make a similar observation citing the work of March and Simon. 
Indeed, Simon (e.g., 1978) had, as part of the development of a theory of 
bounded rationality in the 1950s, dubbed such decision making “satisficing,” 
that is, finding a solution that is satisfactory and sufficient relative to the de-
cision maker’s level of aspiration. Cimbala and Lowther quite rightly make 
the chilling observation that in the context of nuclear crisis management, 
there is simply no margin for error. In view of the foregoing, there is no sug-
gestion that what has been described is the “best” way to make decisions; 
rather the implication is that under extreme time pressure, with a need to 
respond to stay ahead of a dynamic situation, it may be the only possible way 
to respond within the capacity of human decision makers. One useful con-
clusion of the NDM work is that in order to promote good decision making, 
we should focus on optimizing, as much as possible, the conditions under 
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which decision makers make decisions. Their work strongly suggests that a 
focus on achievement and maintenance of situational awareness, a high-func-
tioning command team and organization to support the decision maker, and 
efficient communications and coordination are key. Cimbala and Lowther’s 
work shows us a variety of ways in which cyber means might be used by an 
adversary to undermine these critical structures and processes. The implica-
tion of the NDM research is that, as well as hardening against cyber intru-
sion, organizations should seek to optimize the decision-making context, for 
example, through training, improved organizational design, and, if available, 
decision-support systems.

Cimbala and Lowther point out that currently we can only “speculate 
about the impact of cyber-attacks and efforts to inject technical disinforma-
tion into systems responsible for nuclear crisis management.” Nevertheless, 
their chapter provides a range of scenarios that could be used in modelling, 
experimentation, and simulation with a view to achieving an improved ap-
preciation of the demands of such situations. Such work could provide the 
basis for improved preparation and potentially training and education for 
decision makers and their teams. In addition, such an approach offers some 
hope that we might achieve some degree of deterrence by denial, hardening 
our critical systems and augmenting the resilience of our people and organiz-
ations with a view to avoiding crisis escalation.

How Can Canada and Its Allies Achieve Increased Resilience?
A number of the chapters in this volume have implications for how states 
might achieve increased resilience. The IE has been leveraged by criminals 
and adversaries now for many years in an effort to influence, intimidate, 
manipulate, and radicalize individuals. Multiple streams of research exist 
in this domain to better understand what makes individuals vulnerable to 
others’ manipulations in the IE, as well as strategies or techniques that can 
be employed to reduce the effects of such efforts. Furthermore, understand-
ing the motivations and techniques employed by our adversaries can help in 
the development of methods to deter such actions in the IE. In addition, as 
discussed in the chapter by Porter, an examination of the online influence 
campaigns employed by our adversaries is needed in order to better under-
stand how to build resilience in our own personnel and citizens and to engage 
in deterrence by denial.
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The authors in this volume provide several recommendations for specific 
interventions to promote resilience, including technological developments 
to aid identification of adversary IO and hardening of critical civilian and 
military systems. Bar-Gil and Heide both favour augmenting such tools with 
a range of non-technical interventions, for example, training and education. 
Heide proposes that both the general public and the media would benefit from 
the ability to identify malicious IO more effectively, and Bar-Gil advocates for 
training military and civilian audiences alike in critical thinking about infor-
mation, especially that which is presented in social media. In fact, there is a 
great deal of research, particularly in the field of psychology, that highlights 
the benefits of critical thinking, such that analytical thinking is associated 
with lowered belief in disinformation (e.g., Bronstein et al., 2019; D’Agata, 
Kwantes, Peter, & Vallikanthan, 2021). Heide points out that adversaries 
benefit from ordinary persons unintentionally spreading their falsehoods 
as misinformation, and consequently invest time and energy in its creation 
and dissemination through a broad range of media, both state-sponsored and 
commercial, for example, TV, radio, and fake accounts on social media plat-
forms. Bar-Gil stresses the potential for limiting the success of such tactics 
through promotion of “digital literacy,” efforts that have been shown to be 
successful in limiting the spread of false messages. In addition, both authors 
address the controversial topic of governments restricting access to specific 
media within their own nations, with Bar-Gil discussing the potential use 
of specific instruments under Israeli law, and Heide advocating the blocking 
of access to Western audiences for news outlets spreading propaganda and 
disinformation and the cutting of funding sources for organizations involved 
in malicious IO.

With respect to the challenge of developing strong counter-narratives 
to challenge adversary influence operations and disinformation, we need to 
address the question of when our strategic communications might be con-
sidered equivalent to an adversary’s propaganda. Some authors even seem 
to have attempted to rehabilitate the term “propaganda.” Cull (2015) argues 
that most propaganda is, at base, an attempt to hinder the advance of an op-
posing idea, and as such could conceivably be considered defensive “counter 
propaganda.” Employing the same term, Taylor (2002) expressed the view 
that “propaganda”3 is required “on behalf of . . . peace” (p. 439). 

At the tactical level, Cull describes actions to counter a specific mes-
sage and cites the work of the US Information Agency in identifying and 
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debunking Soviet disinformation rumours in the 1980s. At the strategic level 
Cull sees “a communications policy” (2015, p. 3) aimed at adversary propa-
ganda, for example, the US information campaign during the Cold War and 
British foreign-language broadcasts aimed to counter totalitarian propaganda 
in the 1930s. Interestingly, Cull also notes that, “In our own time China’s 
large scale spending on cultural outreach and international broadcasting is 
seen by Beijing as a corrective to the western bias of global media outlets” (p. 
3), and as such is, in their eyes, essentially a counter-propaganda exercise. To 
this we could doubtless add their construction of a “golden shield” containing 
and protecting “an internet with Chinese characteristics” (Strittmatter, 2018, 
p. 79) and enabling their near total control of the information that Chinese 
citizens can access.

How Might Canada and Its Allies Respond?
The chapters by Bar-Gil and Heide present proposals for solutions to achieve 
deterrence in the face of the threats they describe. As a general point, it is 
possible to conclude that both authors advocate an approach that can be char-
acterised as “deterrence by denial” based on the achievement of high levels 
of resilience in the states, institutions, and systems discussed. Moreover, we 
should also note that in advocating an approach based on proactive strategic 
communications, Heide is, in parallel, proposing a form of pre-emption in 
the IE. This, it is suggested, is important to ensure that audiences are pre-
sented with “truthful accounts” before being exposed to the adversary’s dis-
information, which Heide notes may be harder for individuals to discount 
once internalized. 

In order to begin to achieve the necessary resilience, Heide stresses that 
Canada needs to develop strong narratives tailored to specific audiences that 
explain “what defines Canada, its beliefs, and its actions.” In order to achieve 
this, Heide proposes that Canada needs a strategic communications capability 
that is always active in order to deter adversary IO in a pre-emptive fashion. 
In addition, Heide suggests monitoring and analysis of adversary messaging 
combined with the development and dissemination of Canadian narratives.

The proposed developments outlined above, as well as others described in 
detail in the individual chapters, may have the potential to both bolster resili-
ence and harden Western societies against the malign information activities 
of adversary powers. Nevertheless, in formulating policy and doctrine for such 
a capability there would be many questions that would need to be addressed, 
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not least those in the moral and ethical spheres. Indeed, it will be essential 
to be prepared to address any suggestion that in responding within the IE 
Western nations could risk constructing a mirror image of the structures and 
tactics they are seeking to counter. Certainly, the development of informa-
tion-related capability by government and military in the West is sometimes 
treated with suspicion by domestic audiences. For example, Galeotti (2017) 
suggests that strategic communications “could perhaps be glibly described as 
‘propaganda we like’” (p. 1). Taylor (2002) similarly points out that there is “an 
entire range of euphemisms” (p. 437) within which we can assume “strategic 
communications” would figure. Taylor expressed the view that democracies 
“tend to delude themselves that they are not in the business of propaganda” 
(p. 437), arguing that it is assessed to consist of untruths and to be conducted 
only by undemocratic parties. The crux of Taylor’s paper was that at that time, 
as now, “when certain value systems are under attack . . . they . . . need to be 
defended . . . by a reaffirmation of the values that were being challenged” (p. 
440–1). Moreover, Taylor stated the opinion that this should be a job for gov-
ernments owing to a concern that “the free, democratic media of any country 
have become an unreliable mirror of the true nature of that society by virtue 
of the increasingly commercialised environment in which they now operate” 
(p. 439).

Both Heide and Bar-Gil recommend the development of analytic capab-
ility aimed at understanding adversary IO aims and approaches with a view 
to identifying domestic capability gaps and developing countermeasures. For 
example, Bar-Gil notes that Internet and social media present opportunities 
for the collection of relevant open-source intelligence (OSINT), and that such 
information has the potential to be used to underpin proactive responses. 
Bar-Gil provides the example of the Bellingcat investigations into the shoot-
ing down of Malaysian Airlines Flight 17 over Ukraine. Moreover, Bar-Gil 
describes how OSINT, based on an adversary’s social media presence, has 
provided the foundations for responses both within the IE and, in a cross-do-
main response, in physical action.

One area that perhaps received less attention is the notion of cross-do-
main operations or cross-domain deterrence as a means to respond to, or get 
ahead of, hostile information activities. Cull, for example, emphasizes that 
“not all propaganda is best countered in the communications sphere . . . [and 
that] addressing the source of the propaganda can prove an effective strat-
egy for counter propaganda” (2015, p. 14). Illustrating that, when conducted 
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by unscrupulous state actors, this can involve drastic and illegal measures, 
Cull provides the example of the assassination of a Bulgarian journalist by 
Romanian operatives. Bar-Gil provides examples of the use of physical attack 
in response to cyber activities noting that these were intended to degrade 
the adversary’s IE capability and simultaneously deliver a deterrent message. 
Such examples highlight the need for governments to engage in an examina-
tion of ethics and proportionality in adopting cross-domain tactics.

With this in mind, democratic nations might do well to ask about the 
extent to which the proposals put forward by Bar-Gil and Heide require the 
establishment of completely new capability, or whether what is needed is, in 
part, the re-establishment of capability that has seen under-investment in re-
cent times. Taylor noted that reductions in US public diplomacy in the 1990s, 
such as cuts to Voice of America broadcasts to the Middle East, had led to “an 
information vacuum which was then vacated by the morass of lies, rumours 
and disinformation generated by its adversaries” (p. 439). In a similar vein, in 
a 2005 article published on the BBC website announcing cuts to World Service 
broadcasts in eight languages, including Polish and Hungarian, the head of 
its Polish-language service was quoted as saying that, while they found the 
BBC’s position on Europe “somewhat optimistic,” they acknowledged that 
central Europe “is not the greatest geopolitical need at the moment” (“BBC 
East Europe voices silenced,” 2005). Clearly, we have the benefit of hindsight 
in having seen the increasing tensions in central and eastern Europe in recent 
years and the rise of quasi-authoritarianism in some quarters. The conclusion 
must be that over time the specific focus of counter-adversary IO will shift, 
and the capability that we build to support such operations must possess the 
flexibility needed to address new requirements from time to time. It would 
seem reasonable to suggest that the chapters in this book have demonstrated 
enough basic similarities in the techniques employed by a range of potential 
adversaries that such a capability could be created, although this does not 
necessarily address the problem that area expertise cannot be created in short 
order.

The chapters in this book have provided a range of useful recommenda-
tions for the enhancement of democratic nations’ capacity to operate in the 
IE that might broadly be characterized as falling into developments in the 
areas of analytic capability and proactive information capabilities. It should 
be advantageous to such efforts that similar capability has existed in the past 
and that lessons learned from the experience of the twentieth century are 
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available. The exception might well be, as Ankersen notes, the substantial 
changes in the media, systems, and organizations that constitute the modern 
IE. The arms race in communications and information technology is unlike-
ly to slow soon, and it is clearly the case that it will be those nations that 
can adapt to the new environment and harness the opportunities presented 
to achieve their strategic goals that will come out on top in the information 
battle.

Leuprecht and Szeman propose that Canada may not have sufficient 
resources to carry out “persistent engagement” and should instead look to 
partner with the United States. Jackson notes that Canada’s “attempts to deter 
strategic disinformation have included accelerated efforts to strengthen cyber 
defence and resilience and to develop legislation and norms to hamper dis-
information efforts, especially during elections. More generally, there have 
been efforts to increase co-operation and to share more information (about 
disinformation) to ‘deny’ actors (further) access at the domestic and inter-
national levels.”

Final Thoughts
This volume has covered a very wide range of topics in an attempt to conduct 
a preliminary examination of the risk presented by adversary activities in the 
IE and methods through which democratic nations might respond. We have 
seen a general consensus that the IE has rendered geographic boundaries 
less relevant to malign actors who are able to exploit connectivity to conduct 
operations against the West. Our networked environment also affords these 
adversaries the opportunity to achieve their strategic intentions incremen-
tally and without crossing the threshold that would trigger a more robust 
response. The implication is that there is also asymmetry in acceptability of 
methods. The West is rightly much less ready to use methods that would be 
considered illegal and unethical to achieve its aims. Thus, we are assailed by 
a constant barrage of disinformation that has the potential to decay the cred-
ibility and trust citizens have in the essential institutions of state and society. 
Meanwhile the same capabilities are targeted internally at the populations 
of nations like China and North Korea by governments who simultaneously 
exert near total control over the information their people can access.

A challenge facing defence departments in the IE is ensuring that oper-
ations are targeted toward our adversaries as well ensuring no harm comes 
to domestic populations in the process. The IE allows for individuals and 
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groups to disguise their true identities when operating online, making it 
more difficult to identify who they are, and to prevent them from continuing 
to engage in nefarious activities against our armed forces and citizens. In 
addition, it is extremely difficult to fully measure the scope and depth of tar-
geted online campaigns. As discussed by Porter and colleagues, techniques 
aimed at assessing attitudes indirectly offer one approach to help quantify 
the scope and depth, however, more sophisticated techniques, perhaps based 
on cutting-edge technologies such as machine learning, may be needed. A 
challenge facing defence analysts and researchers in particular is an inability 
to directly study and understand our adversaries. As discussed in the chapter 
by Speckhard and Ellenberg, work on defectors can be enlightening, but it is 
not sufficient in its own right. Continued work in this area focused on creative 
ways to assess and understand adversaries and their campaigns is needed. 

Research aimed at identifying vulnerabilities in individuals to being in-
fluenced and/or radicalized online can be key to the development of strategies 
and techniques to help reduce such vulnerabilities. Moreover, such work can 
help promote resilience in our own personnel and citizens by identifying ap-
proaches to help individuals more thoroughly consider and examine infor-
mation online before behaving hastily. In addition, research in this domain 
has the potential to inform areas such as public affairs as to the types of mes-
saging that could be effective at promoting resilience against influence and 
disinformation in the IE. Finally, as mentioned, evaluating the effectiveness 
of adversary online campaigns might help identify means to deter similar 
campaigns in the future. More research in the area of deterrence in the IE 
is needed. Moreover, a move toward a more integrated approach with other 
areas of government may be needed in order to better capture the effects, 
scope, and depth of our adversaries’ actions in the IE, in an effort to deter 
attacks in the future.

A repeated theme in this volume has been a recognition that if potential 
adversaries are able to sidestep our attempts to deter their activities through 
threat of reprisal, then we need to expand our repertoire of deterrence meth-
ods to achieve deterrence by denial. A variety of proposals have been made 
throughout the book that, when taken in aggregate, amount to the begin-
nings of a recipe for how Canada and its allies can begin to reinforce the es-
sential resilience of our societies and state institutions built up over hundreds 
of years, and in so doing, face up to the new authoritarian regimes that seek 
to undermine us. For example, training of military personnel and education 
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for the general population is required to enable them to navigate the IE safely 
and securely; training and simulation will help our civil and military crisis 
responders and decision makers respond in the face of adversary escalation; 
increased understanding of adversaries will offer the capacity to anticipate 
their stratagems, achieve early warning, and counter their propaganda; and 
an improved understanding of the structure of their ideology will enable 
de-legitimization in the eyes of their own populations and the wider world. 
Perhaps most importantly, there is the undercurrent of a confidence that the 
West has prevailed in the past in the face of opposing narratives and that it 
can do so again by building an information infrastructure to counter adver-
sary narrative and present a strong alternative.

N O T E S

1  These stations were particularly threatening to the Soviet authorities since they 
attempted to provide news about events in the targeted nations based on local sources 
(e.g., Kind-Kovács, 2013).

2  For example, Strittmatter (2018) observes that “China’s attempt to censor the web, as 
the former US president Bill Clinton joked, was like ‘trying to nail Jell-O to the wall.’ 
That was in the year 2000. The Chinese listened to the prophecy, and swiftly built a new 
great wall: the Great Firewall” (p. 61).

3  It might be argued that, in part, Taylor’s paper is an attempt to rehabilitate the term 
“propaganda,” which, it is argued, is essential in defence of democratic values—in 
Taylor’s terms, “democratic propaganda.”
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Afterword
What does the future hold for us as it relates to deterrence and disinforma-
tion? Surely not clarity and certainty. The world shall continue to be VUCA 
(volatile, uncertain, chaotic, and ambiguous) as it has always been since hu-
mans have started to organize themselves in social groups. One could argue 
that the world is VUCA because it describes the human condition, i.e., our 
capacity and need to “gossip” as the most social animal on earth, as well as 
our predispositions to perceive threats coming from others we don’t necessar-
ily know or understand. I’m sure that in the year 166, Marcus Aurelius would 
have found the world very VUCA while battling a pandemic, insurgencies, 
constant wars, and instability on the borders of the Roman Empire. The world 
is VUCA because we can’t predict the future nor control or predict human 
behaviour.

One could think that highly sophisticated modern communication sys-
tems could dissipate these frictions and ambiguities. As many experts rightly 
pointed out, the advances in communication technologies and social media 
have added additional layers of complexity to human interactions where any-
one can reach wide audiences instantaneously without having the correct in-
formation at the source. In other words, anything goes, and it goes fast. In the 
international security environment and international relations disciplines we 
should therefore expect a real challenge in terms of deterring threats and dis-
information. And this will not go away anytime soon.

I could offer that framing disinformation in the context of others (ad-
versaries, competitors, and allies) may be useful in the sense that disinfor-
mation to us may represent the reality or the truth for others. In my view, 
this scenario is even more dangerous, as fighting deeply engrained beliefs is 
more complex than merely associating disinformation with spreading lies. As 
such, we could argue that the invasion of Ukraine has been in the works for 
many years as the West consistently ignored Putin’s sense of threat coming 
from a NATO on its continued expansion course to the East since 1999. And 
the same could be said for China. To qualify Russia’s action as barbaric and 
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unnecessary in the twenty-first century is not helpful. In a VUCA world, we 
should expect the unexpected. Although we know we have no ill intent or 
plans to threaten Russia and China, these state leaders feel threatened and 
their rhetoric, behaviours, and information campaigns reflect just that.

Although deterrence consists in a wide range and combination of differ-
ent scalable means, maybe it starts with establishing trust, one conversation 
at a time in the back rooms of diplomacy walking in with our eyes wide open. 
Establishing trust could mean taking seriously others’ sense of feeling threat-
ened. Simply put, maybe deterrence starts by proactively treating our adver-
saries, competitors, and allies with respect. Especially when we disagree. We 
should not underestimate the disarming long-term effects of honesty, trans-
parency, and coherent comprehensive approaches.

Lieutenant-General Jennie Carignan, 
Chief of Professional Conduct and Culture

7 June 2022
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Postface 
In the early hours of 7 October 2023, the terrorist organization Hamas 
launched a massive and surprise multi-pronged attack against Israel, resulting 
in the murder of more than 1,200 Israeli citizens, most of them civilians. This 
attack was also marked by numerous acts of extreme brutality by the Hamas 
attackers, including the murder of children and babies, rape, torture, body 
desecration, and burning captives alive. The Hamas terrorists’ exactions 
were very similar in scope and cruelty to those of the Islamic State. As of 
this writing, Israel has launched a massive air and land operation to defeat 
Hamas into Gaza and has mobilized an unprecedented number of reservists. 
Hamas-related agencies are claiming that there have been over 11,000 casual-
ties among the Palestinians. It is not yet known if the conflict between Israel 
and Hamas will escalate to involve other actors, nor how long the military 
operations in Gaza will last.   

The chapter by Ron Schleifer and Yair Ansbacher was written before 
these horrible and tragic events, but it was to some degree predictive. There is 
no doubt that Israel was deceived by its adversary and indeed self-deterred in 
taking decisive actions against Hamas prior to 7 October 2023. This weaker 
self-imposed deterrence posture may have also, at a more unconscious level, 
contributed to the Israeli intelligence failures and Israel’s political author-
ities’ lack of attention to warning signs received. Furthermore, as Schleifer 
and Ansbacher noted, Hamas had developed a quasi-air force and navy, and 
it made the most of them in its murderous rampage. 

On the more specific topic of disinformation, although Hamas did try 
to muddy the waters about the cruelty of its actions, it does not seem to have 
worked. Many supporters of Hamas and critics of Israel in the Western world 
have either changed their views or remained silent. Most Arab states have 
taken a moderate tone, and only a handful have celebrated Hamas’ exac-
tions, mostly Iran and its proxies such as Syria and Hezbollah. Israel has 
been quite effective in showing the world the actual cruelty of Hamas and in 
preventing Hamas disinformation to flourish. As it has been the case in all 
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conflicts involving Israel since military operations in Lebanon in the 1980s, 
international public pressures and contested press coverage are now influ-
encing the potential scope of Israeli operations. However, in a most cynical 
way, Hamas, by copying the example of the Islamic State, has changed the 
disinformation and deterrence context against itself. As the authors noted, 
“So far, Hamas has been successful in maintaining the psychological and in-
formational notion that invading and permanently occupying the Gaza Strip 
is an unthinkable option.” This is no more the case.

—Eric Ouellet
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LIST OF ABBREVIATIONS

AAA   Actor and audience analysis
AIDS  Acquired immunodeficiency syndrome 
AMP  Affect-misattribution procedure
APA   American Psychological Association
ASEAN  Association of Southeast Asian Nations
AUM   Anxiety/uncertainty management theory 
BBC  British Broadcasting Corporation
BMD   Ballistic missile defense
CAF  Canadian Armed Forces
CCP  Chinese Communist Party
CDC  Centers for Disease Control and Prevention 
C4ISR   Command, control, communications, computers, intelligence,  
  surveillance, and reconnaissance
CIA   Central Intelligence Agency
CIDB  Canadian Incidents Database 
CNO   Computer network operations 
COGAT  Coordinator of Government Activities in the Territories  
  (Israel)
COTS   Commercial off-the-shelf 
CPD  Central Propaganda Department (People’s Republic of China)
CPI   Cyber Power Index 
CSE   Communications Security Establishment 
CSIS  Canadian Security Intelligence Service
DCCC   Democratic Congressional Campaign Committee
DDOS   Distributed denial of service 
D5   Degrade, deny, disrupt, destroy, deceive
DND   Department of National Defence
DOD  Department of Defense
DRDC   Defence Research and Development Canada 
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EC  Error choice
EFP   Enhanced Forward Presence (NATO)
EP  Evaluative priming
EU   European Union 
EW  Electronic warfare
FBI  Federal Bureau of Investigation
5G  Fifth-generation telecommunications network
FSB  Federal’naya sluzhba bezopasnosti Rossiyskoy Federatsii  
  (Federal Security Service; Russian internal security agency)
FTF  Foreign terrorist fighters
G7  Group of Seven 
G20  Group of Twenty
GAC   Global Affairs Canada
GGE  Group of Governmental Experts 
GRM   Gaza Reconstruction Mechanism 
GRU  Glavnoye Razvedyvatelnoye Upravlenie (Main Intelligence  
  Directorate; Soviet and Russian military intelligence)
HIV  Human immunodeficiency virus
IAF   Israeli Air Force 
IAT  Implicit association task
ICC   International Criminal Court 
ICS/SCADA  Industrial control systems/supervisory control and data  
  acquisition
IDF  Israel Defense Forces
IE   Information environment
IHL   International humanitarian law
Incel   Involuntary celibate 
IO  Information operation
IR   International relations 
IRA   Internet Research Agency 
IRB   Institutional Review Board 
ISIS  Islamic State of Iraq and Syria
IT  Information technology
ITW/AA  Integrated tactical warning and attack assessment
IW  Information warfare
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KGB  Komitet Gosudarstvennoy Bezopasnosti (Committee for  
  State Security; Soviet internal security and foreign intelligence  
  agency)
LET  Lost email technique
LLT  Lost letter technique
LW  Legal warfare
MAD   Mutually assured destruction 
MIIT   Ministry of Industry and Information Technology (People’s  
  Republic of China) 
NATO  North Atlantic Treaty Organization
NCSA   National Cyber Security Authority (Israel)
NC3   Nuclear command, control, and communication
NDM  Naturalistic decision making
NIS  New Israeli shekel
NIST   National Institute of Standards 
OAS   Organization of American States
ODNI  Office of the Director of National Intelligence
OSCE  Organization for Security and Cooperation in Europe
OSINT   Open-source intelligence 
OST   Ontological security theory 
PGS  Prompt global strike
PLA   People’s Liberation Army (People’s Republic of China)
PRC   People’s Republic of China 
PRC   Popular Resistance Committees (Gaza)
PSYOPS  Psychological operations
QR   Quick response
R&D  Research and development 
RCMP   Royal Canadian Mounted Police
RPG  Rocket-propelled grenade
RRM   Rapid response mechanism 
RT  Russian state-controlled media organization (formerly known  
  as Russia Today)
SCO   Shanghai Cooperation Organisation
SDF  Syrian Democratic Forces 
SIOP  Single integrated operational plan
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SITE   Security and Intelligence Threats to Elections
SSF   Strategic Support Force 
SSHRC  Social Science and Humanities Research Council
START  Strategic Arms Reduction Treaty
UN  United Nations
UNHCR  United Nations High Commissioner for Refugees 
USCYBERCOM  United States Cyber Command 
VPN  Virtual private network
VTS   Voice of the Strait
VTSM  Violent transnational social movements 
VUCA  Volatile, uncertain, chaotic, and ambiguous
WHO  World Health Organization
WMD   Weapons of mass destruction 
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