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1

Introduction

According to the Western philosophical tradition, we have a dual nature: we 
are both spiritual and corporeal beings. It feels natural to us to classify our 
properties into two categories: body and mind. On the one hand, our weight 
is a bodily attribute; I have weight because I have a body. On the other hand, 
recalling the sea bath that I took the past summer is a mental attribute; I 
can recall it because I have a mind. The problem of the relationship between 
body and mind arises from the dual conception of human nature. Once the 
duality of attributes has been established, a question inevitably arises: how 
can body and mind act on each other? Traditional metaphysical doctrines 
explore different ways of conceiving of mind and body in order to reconcile 
three seemingly incompatible convictions.

First, both mind and body are real. We have reason to think so because 
both have causal effects. The weight of my body moves the needle on my 
weight scale; my memory of the sea bath makes my vocal cords vibrate when 
I tell a friend about it. This argument for the reality of both mind and body 
presupposes a traditional metaphysical principle found in Plato, which can 
be called the “causal criterion of reality”: everything that is real is capable of 
having a causal influence, and everything that has a causal influence is real.

Second, body and mind are radically different because they obey different 
logics: the body is subject to the laws of nature because of its physical proper-
ties. I am attracted to the mass of the Earth like any other massive object. Yet 
the processes that take place in our minds seem to be exempt from physical 
laws, obeying rules of a completely different nature. My remembering obeys 
only a logic of association of ideas; the words to which it gives rise are chosen 
(most often unconsciously of course) according to criteria of rationality. This 
allows me to express myself in a language that I believe my friend under-
stands: I choose words that I believe will give her a faithful representation 



The Material Mind2

of the events that I have experienced; I omit things that are obvious or that 
I think my interlocutor already knows in order to focus on information that 
I think is new to her. The link between my words and the memory that they 
express therefore obeys criteria of rationality rather than laws of nature.

Third, despite the difference between their natures, body and mind inter-
act. When I recount my memory, my vocal cords vibrate: the mind acts on 
the body. In the physical world, the breaking of ocean waves on the shore 
acts on the body, for example by causing the sensation of the sound of these 
waves, and it is this sensation that plays an essential role in the causal chain 
that leads to my memory. The physical world and the body, therefore, appear 
to act on the mind.

Property dualism and reductionist monism are two doctrines that aim 
to reconcile these three theses and that I will consider in this work. Property 
dualism holds that mental properties are fundamentally irreducible to brain 
properties. There are two major reasons for thinking that cognition is irredu-
cible to the physical sciences. First is the aforementioned heterogeneity of the 
criteria for attributing mental properties and physical properties and the cor-
responding heterogeneity of the norms of correction of these attributions and 
the explanations in which they are used. Specifically, the attribution of men-
tal properties obeys the norms of practical rationality, whereas physical prop-
erties obey the norms imposed by the logic of scientific explanation. Second 
is the multi-realizable nature of psychological properties. Since the 1970s, it 
has often been taken for granted that the same psychological property can 
exist in physically different people. If we have taken a sea bath together, then 
it is possible that we have shared some of our experiences and that we will 
end up having memories sharing some content, although there might not be 
any physiological or physical properties that we share that correspond to that 
shared content.

The problem with property dualism is that it cannot explain the inter-
action between mind and body. Descartes failed to explain how the thinking 
substance (i.e., mind) and the extended substance (i.e., matter) can act on 
each other. Once the radical heterogeneity of the two substances has been 
established, it is impossible to explain their interaction: if the mind is not 
in space, then why can my mind act only on my body but not on the bod-
ies of other humans? Why can the mind interact only with the body when 
the brain is intact? Contemporary property dualism no longer postulates the 
duality of substances, only the duality of types of property. But this creates 
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an analogous problem: if mental properties and physical properties belong 
to radically different spheres, then it is hard to see how one can be causally 
responsible for the other. According to the nomological conception1 of causa-
tion, this requires at least the existence of a psychophysical law of nature, but 
the second thesis of the radical heterogeneity of the two types of properties 
forbids the existence of such laws.

The main alternative defended in the current debate on the relationship 
between mind and body is reductionist materialism, which exists in several 
variants. Some challenge the radical heterogeneity of physical and mental 
properties, as expressed in the second thesis above. There are indeed reasons 
to reject some of the premises of the argument for the irreducibility of psych-
ology to neurophysiology. One reason is that one can doubt the reality of the 
multi-realization of cognitive properties, at least among the species of ani-
mals with which we share some of these cognitive properties. Research with-
in cognitive neuroscience, for example, on the mechanisms underlying vision 
or memory presupposes that these mechanisms are shared by the various 
species used in the laboratory for that research. The success of this research 
justifies the presupposition that many of the neurophysiological mechanisms 
underlying our visual system are shared by macaques and cats. Furthermore, 
it justifies that we share certain fundamental mechanisms of memory fixation 
and learning by conditioning not only with mammals but also with the mod-
est Aplysia.22 Now, if these cognitive properties are not multi-realized, then 
there is nothing to prevent the existence of psychophysical laws that can be 
used in a reduction of these cognitive properties.

Some advocates of materialism believe that it is the first thesis above that 
needs to be sacrificed in order to re-establish the coherence of our conception 
of ourselves as beings with both a body and a mind. According to elimina-
tivism in its various forms, the second thesis must be interpreted in the sense 
that mind and body are radically different and even incommensurable con-
ceptual systems. However, the existence of two conceptual systems does not 
imply the existence of two kinds of properties. At the level of reality, in the 
sense of causal efficacy, there are only physical properties in the broad sense 

1 The word nomological, which derives from the Greek words nomos (law) and logos 
(discourse), is the adjective used to designate what relates to the laws of nature.

2 Aplysia californica is a marine slug whose very simple nervous system is a favourite object 
of study for exploring the neurophysiological mechanisms underlying learning.
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that includes neurophysiology. Either all real properties are physical (i.e., 
they are among the properties studied by physics), or they are reducible to 
these properties. Insofar as psychological concepts cannot be integrated into 
a scientific theory reducible to neurophysiology, and indirectly to chemistry 
and physics, they are concepts that might be useful in practice, but they are 
not reliable guides for judgments about existence. It is certainly convenient 
to explain my report by referring to my recalling a memory, but this is not 
a good reason to believe that such events of recalling memories really exist. 
Insofar as memories are irreducible to entities recognized by neurophysiol-
ogy, it is more reasonable to locate the causes of my report about last summer 
exclusively at the level of neuronal activity in my brain. This reasoning leads 
to denial of the first thesis of the reality of the mind: the mind exists only as 
a conceptual system; however, there are no real properties that correspond to 
psychological concepts.

The reasoning developed in this book will lead to a variant of reductionist 
materialism. I will come to the conclusion that, contrary to the second thesis, 
the heterogeneity of mind and body is not absolute. But this judgment will 
be mitigated by a new perspective: rather than reflecting on the relationship 
between two domains of properties and regularities, each of which appears 
to be heterogeneous in relation to the other, I propose to situate mind and 
body within a whole hierarchy of levels of reality. Persons endowed with cog-
nitive properties are corporeal beings composed exclusively of cells; these 
cells are composed exclusively of organelles and molecules; the organelles are 
also composed of molecules and the molecules of atoms. In the final analy-
sis, like any other material object, people are composed exclusively of atoms 
and nothing else. Atoms — and the more fundamental objects discovered by 
physics of which atoms in turn are composed — are real and act on other real 
objects according to their physical properties, which therefore are also real. 
However, there is no reason to deny the existence or reality of the properties 
of objects composed of atoms. According to the conception developed in this 
book, new properties emerge in complex compound systems.

According to a traditional understanding of emergence, it is incompat-
ible with reduction; an emergent property defies scientific explanation. The 
emergentists of the early twentieth century considered, for example, that the 
properties of chemical compounds were emergent in relation to the physical 
properties of the atoms of which they are composed. It is not controversial 
that the red colour of rubies is a systemic property (i.e., a property possessed 
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only by whole crystals but not by their atomic components); neither alum-
inum nor oxygen nor chromium (the components of rubies) is red. But 
the thesis that this red colour is an emergent property of the ruby crystal 
is stronger than that: in its traditional sense, it means that it is impossible 
to predict, from knowledge of the atomic components and their properties 
alone, that the crystal has the property of being red. However, quantum phys-
ics has shown that the classification of many chemical properties as emer-
gent was premature: the impossibility of predicting and explaining them in 
a reductive way (i.e., on the basis of the physical properties of the physical 
components of molecules) characterizes only the state of science at a given 
time. Once physics predicted a chemical property, we knew that it was not 
emergent in an absolute sense but only appeared to be within the framework 
of a certain theory. More important for my purposes here is that the evolu-
tion of science as a whole toward increasing unification authorizes inductive 
reasoning about all properties that appear to be emergent at a given moment. 
The conclusion is that emergence is only provisional and relative to a certain 
theoretical framework. The properties that appear to be emergent today will 
(probably) be reduced tomorrow. Their reduction is only a question of time 
and the development of more powerful theories.

This reasoning is entirely justified. However, rather than showing that 
there are no absolutely emergent properties, it shows only that the concept of 
emergence used was too strong: imposing the condition of irreducibility leads 
to the result that absolute emergence does not exist. However, the fact that we 
manage to construct reductive explanations of certain high-level phenomena 
is perfectly compatible with the real existence of these phenomena. The link 
between emergence and reduction that I will develop in this book is as fol-
lows. In Chapter 1, I will propose a model according to which the reduction 
of a property has two logical components. The first is the discovery of a law 
of composition. This is a non-causal law that can be explained by more fun-
damental laws. Such an explanation shows that complex objects with a given 
structure possess certain systemic properties that only appear in structures 
of this type. The second component is the existence of a structural analogy 
between the theory deduced from the reducing theory and the theory that 
preceded the reduction. I will show in Chapter 2 that the discovery of a law 
of composition is empirical. I will defend this thesis against the influential 
doctrine of “conceptual reductionism,” according to which it is possible 
to construct the concepts of complex objects a priori, only on the basis of 
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conceptual analysis and knowledge of the microphysical level. In principle, 
all of the properties of objects belonging to a given level of the hierarchy that 
reaches from the microscopic to the macroscopic are reducible in this sense. 
However, the reduction of the properties characterizing a level (e.g., that of 
macroscopic solids such as crystals) to the level underlying it (e.g., the level of 
the atoms that make up the crystal) does not remove the reality of the reduced 
properties. Reduction is not equivalent to identifying the reduced property 
with the reducing property.

The conception of reduction developed in Chapters 1 and 2 will serve as 
the basis for a conception of emergence compatible with reduction. This con-
ception will be the subject of Chapter 4. The concept of emergence remains 
essential to the foundation of the hierarchical conception of reality: it is used 
to explain why each level possesses new properties (i.e., properties that do not 
belong to any lower level).

This framework will provide the means to consider the relationship 
between the mind and the body from a new angle. Cognitive systems, both 
animal and human, are complex systems with precise structures. Cognitive 
neuroscience performs the same task of unifying knowledge as physical 
chemistry or molecular biology: they are sciences “between levels,” to use 
an expression coined by Darden and Maull (1977), built around reductions. 
The aim of cognitive neuroscience is to explain the systematic appearance 
of certain cognitive abilities and processes in systems with a certain neuro-
physiological structure. When it succeeds in explaining the emergence of a 
cognitive ability, such as the ability to store experiences in long-term mem-
ory, it helps to reduce the sense of mystery that the appearance of the mind in 
nature inspires. In the same way, the process of unifying science as a whole 
contributes to reducing our lack of understanding of the multiplicity of levels 
of reality: the reductive explanation in physical chemistry of the chemical 
bond that causes hydrogen molecules to emerge from hydrogen atoms, or of 
the colour of a ruby from the electronic structure of this crystal, contributes 
to reducing our lack of understanding of the existence of a chemical level 
of properties and laws above the physical level. The reductive explanation of 
chemical properties and laws based on physics also indirectly helps to reduce 
the mystery of the emergence of the mind from a body equipped with a so-
phisticated nervous system. This is because it makes the relationship between 
the mind and the body appear to be just one of many cases of relationships 
between properties and laws belonging to adjacent levels in the hierarchy that 
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extends from elementary particles to the mind. The emergence of the mind 
from the body obeys the same logic of determination according to non-causal 
laws of composition as the emergence  of crystals from their atomic structure.

I have kept the term “emergence” to characterize the relationship be-
tween the properties and laws at one level of reality and the levels below it. 
This might appear to be a contradiction of terms in the context of an analysis 
that considers that emergent properties and laws are all reducible in princi-
ple to the properties and laws of lower levels. However, this terminological 
choice is justified by the persistence of an element of mystery. The reductive 
explanation of a property gives us the means to predict and explain its pres-
ence, based on the knowledge of the laws of composition and the properties 
of the underlying level. In this sense, their existence is not truly mysterious. 
However, there remains an unavoidable element of mystery: insofar as the 
laws of composition are not laws of reason, we cannot deduce them a priori. 
These laws are necessarily the subject of empirical discovery. It is true that the 
progress of science makes laws become progressively incorporated into theor-
ies. In such a theory, many “experimental” laws, initially discovered by pure 
induction from observations, are transformed into theorems. It is possible to 
understand them insofar as they can be deduced from theoretical axioms. 
However, by the very definition of the concept of axiom, an axiom cannot 
be deduced. So, with regard to axioms, there is no answer to the question 
why does the law have this form rather than another? This is the ultimate 
and inescapable remnant of mystery that nature retains even when its sci-
entific explanation is complete. The mystery of emergent properties has no 
other source. It is nevertheless a limit to our ability to understand. This jus-
tifies keeping the term “emergence” to characterize the relationship between 
properties and laws belonging to adjacent levels of reality. Even a complete 
reductive explanation does not make this relationship absolutely transparent 
to reason. The residue of incomprehension that we feel when faced with a 
phenomenon, particularly a cognitive phenomenon, even when its reductive 
explanation is complete, has its ultimate source in the fact that the fundamen-
tal laws of nature cannot be discovered by conceptual analysis a priori but 
only through experience.

I will arrive at a conception that gives the mind (i.e., our cognitive prop-
erties and the laws that they obey) a reality of their own: when I recount a 
memory to my friend, the mental representations of the sea bath and the 
desire to share these experiences are among the causes of the vibration of 
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my vocal cords. Now the thesis that mental properties have their own causal 
efficacy, different from that of the underlying neurophysiological properties, 
faces a powerful argument developed in particular by Jaegwon Kim (1998). 
Kim seeks to show that it is impossible for a mental property to influence 
physical events causally. Insofar as the vibration of my vocal cords is a physic-
al event, its causes can only be physical. The aim of Chapter 5 is to show that 
this argument is contestable and that there is a way of escaping the verdict 
that the mind is merely an “epiphenomenon” — something that has no effect 
at all. Shadows can help to illustrate the concept of an epiphenomenon. When 
the sun casts a shadow of me while I walk beside a wall, this shadow is an 
epiphenomenon of my passage because, although it is caused by my presence, 
it has no causal influence on the subsequent stages of the shadow’s appear-
ance on the wall. In this sense, to say that cognitive properties have no causal 
power is to take them to be epiphenomena. The terms in our mental vocabu-
lary express concepts but not real and causally efficacious properties.

The conception of the mind developed in this book can be plausible only 
if there is a flaw in Kim’s (1998) argument. In fact, Kim’s argument for the 
epiphenomenal character of mental properties, in other words for their be-
ing unreal in the causal sense, is simply the application of a more general 
argument for the unreality of dispositional properties. Indeed, most mental 
properties — with the possible exception of certain qualities of subjective ex-
perience — are dispositional. The fact that I remember my sea bath gives me 
the disposition to produce a narrative about that bath. The fact that I have 
learned that there is (normally) someone at the door when the doorbell rings 
gives me the disposition to behave appropriately when I hear the doorbell 
ring. One argument against the reality of dispositions is to show that the 
manifestations of a disposition are always caused by what is called the “causal 
basis” of the disposition. The causal basis of my disposition to open the door 
when I hear the doorbell ring is a certain state of the neurons in my brain. 
The cause of my act of opening the door is not the fact that I know what the 
sound of the doorbell means but the state of the neurons that act as relays in 
the causal chain that runs from the fact that I hear the doorbell ring to my act 
of opening the door. In Chapter 3, I will attach great importance to refuting 
this general argument against the reality and causal efficacy of dispositional 
properties. This is justified by its importance for the question of the reality of 
the mind.
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1

Unity of Science and Reduction

1. Introduction
Science aims to broaden and improve our knowledge of the world. Part of this 
knowledge consists of descriptions of things that exist, of events that happen, 
of processes that take place. But often we are not content with descriptions 
or with facts. We ask science to help us understand why things are as they 
are and why events and processes happen. There are two ways of providing 
us with such an understanding: by discovering the properties that objects, 
events, or processes possess and by knowing the laws that they obey by vir-
tue of these properties. These two types of discovery go hand in hand: to 
hypothesize the existence of a property is to hypothesize the existence of a 
law (or a set of laws) that imposes constraints on the behaviour or evolution 
of what has the property. Making the hypothesis of the existence of a law 
means making progress in our understanding of the world in two ways. The 
law enables us to complete our knowledge of the properties implied by the 
law, and it enables us to understand the origin of the links between different 
things, facts, and events.1 These links are manifested in regular associations 
of properties and regular successions of events. The link between properties 
and the laws in which they appear is more intimate than the empiricist trad-
ition recognizes: possessing a natural property makes it necessary to obey the 

1 Causey (1977, 17) counts laws, along with facts, among the objects of knowledge, whereas 
explanations and theories provide us with understanding. This is not necessarily incompatible 
with my assertion that laws already enable us to understand why regularities occur. Scientific 
understanding of the world is an iterative process, and what at a given moment is the object of 
knowledge can become the starting point for a new interrogation of its why.
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laws in which it participates because these laws are constitutive of the identity 
of the property.2

But the discovery of properties and laws is only one step, albeit an essen-
tial one, toward a satisfactory understanding of nature. By postulating the 
existence of new properties that often are not directly observable, and new 
theoretical laws that these properties obey, theories deepen our understand-
ing. According to the traditional view (shared by Duhem [1906] and logical 
empiricism), theories provide a unified understanding of a whole field of phe-
nomena by explaining laws first established on the basis of experience and 
induction. The theory makes it possible to deduce laws previously discovered 
separately, in particular laws related to observable properties. These laws are 
called “experimental” (to refer to their origins in the experimental observa-
tion of regularities) or “phenomenological” (to point out that the properties 
concerned by these laws are at least partially observable) to distinguish them 
from theoretical laws.

A law gives us a unified understanding of a multitude of events. Hooke’s 
Law states that the force exerted by a spring is proportional to its extension.3 
By making these two properties of extension and force appear to be linked 
by the law, the regularity of their association is understood as arising from 
a relationship between the properties themselves.4 The singular events con-
cerning springs can be explained on the basis of the hypothesis that they “fall 
under” this law or that they are “covered” by it.

The history of science has led not to the creation of a single theory but 
to a multitude of theories. Sometimes different theories deal with the same 
objects or phenomena. Gases are the subject of both thermodynamics and 
classical mechanics. Thermodynamics deals with the regular relationships 
between the macroscopic properties of gases, such as their temperature and 

2 This thesis is developed in Kistler (2002a, 2005a). The apparent contingency of the laws 
is explained by the imperfection of the observed regularities. In terms of manifest properties, 
regularities are not perfect, such that there are exceptions. Albino crows are not black. The fall of an 
apple through the air is not uniformly accelerated. The Earth’s orbit around the Sun is not a perfect 
ellipse. Laws impose constraints on properties that are not always manifest separately and that can 
be described as “capacities” or “dispositional properties.” Only the results of their superpositions 
are manifest. The manifest properties resulting from these superpositions do not always show perfect 
regularity. I will develop this theme in Chapter 3.

3 This can be expressed concisely in a formula: F = – kx, where F represents the force 
exerted on the spring, k the spring constant, and x the extension of the spring.

4 This conception of laws is developed in Kistler (1999c, 2006d).
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pressure, and the volume that they occupy. Classical mechanics, conversely, 
describes the regularities that govern the behaviour of the molecular com-
ponents of the same gases. The need for understanding that drives scientific 
research prevents us from being content with simply juxtaposing the laws 
discovered by these two theories. After all, there is only one object with one 
behaviour. How is it that the laws discovered at the component level (in clas-
sical mechanics) and at the macroscopic gas level (in thermodynamics) do not 
contradict each other? The best way to deepen our understanding of this de-
scription of objects at several levels, by several theories, is to reduce one of the 
two theories to the other. Such a reduction, the logic of which we will study 
later, makes it possible to explain how an object can evolve both in accordance 
with laws that apply to the object as a whole and in accordance with laws that 
apply to its parts.

The overall aim of my inquiry is to assess the prospects of reducing cog-
nitive psychology to neuroscience. My working hypothesis is that the concep-
tual problems that arise in this particular case are not fundamentally differ-
ent from those that arise in the context of other reductions from one theory 
to another.

2. Deductive and Ontological Unification
One of the aims of science is to deepen our understanding of natural phenom-
ena. When it is discovered that one theory can be reduced to another, this is 
an important step toward this goal: such a reduction shows that phenomena 
that have been explained by two independent theories have a common ori-
gin. Even if the reduction preserves the existence and some autonomy of the 
reduced theory, the reduction shows that the phenomena described by the re-
duced theory are not heterogeneous with respect to the phenomena described 
by the reducing theory. In this way, reduction gives rise to a “unification” of 
two previously disconnected domains of knowledge and explanation.

Accepting physicalism gives us a reason in principle to expect the discov-
ery of reductions. According to materialism, everything that exists is material 
or composed solely of material constituents. Physicalism is a contemporary 
form of materialism, according to which everything that exists is composed 
exclusively of physical objects. A physical object is one whose properties are 
all physical, in the sense that they are properties whose identities are deter-
mined by the laws of physics. Fields, for example, are physical objects but do 
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not meet the traditional criteria of “material” entities. In this book, I accept 
physicalism as an empirical hypothesis justified by the success of science as a 
whole. If physicalism is true, then all theories are about physical objects. This 
means that

(1) all existing objects have only physical objects as parts and that

(2) all existing objects have properties of only two kinds:

(a) physical properties and

(b) properties determined by the physical properties of the object 
and the properties of its components.

It is useful to distinguish between explanatory and ontological unifica-
tion. Each reduction gives rise to an explanatory unification. The Newtonian 
theory of gravitation, for example, provides a unique framework for explain-
ing both the free fall of a massive body near the Earth’s surface and the orbit 
of a planet around the Sun. Before the Newtonian reduction, these two ex-
planations required the resources of two independent theories — the Galilean 
theory of free fall and the Keplerian theory of planetary motion — whereas 
only one was needed afterward. This simplification of the premises necessary 
to explain apparently heterogeneous phenomena deepens our understand-
ing of phenomena because it makes them appear to belong to a single type 
(see Kitcher 1989). Reduction  consists of showing that all of the constituent 
laws of the reduced theory derive (i.e., can be deduced) from the laws of the 
reducing theory, together with certain initial conditions.5 For example, the 
reduction of the first Keplerian law of planetary motion (according to which 
planetary orbits have elliptical shapes) by the Newtonian law of gravitational 
attraction is based on three presuppositions. First, in the context of calculat-
ing their gravitational interactions, the Sun and the planets can be taken to 
be unextended points, with their masses situated at those points. Second, the 
force of gravitational attraction between two point masses is a central force 
that decreases as the inverse of the square of their distance. Third, the only 
force determining the orbit of planet m is the gravitational force between the 
Sun and m.

5 I will return to this derivation later in this chapter.
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The fact that reductions always lead to explanatory unification is not con-
troversial. However, it is difficult to explain the exact source of this deeper 
understanding. According to the tradition of logical empiricism, the deriv-
ation of reduced laws from the reducing theory must take the form of a de-
ductive-nomological explanation. This is simply a consequence of the more 
general doctrine that any scientific explanation must take that form. In this 
model — thoroughly developed by Nagel (1961) — explanatory unification 
requires deductive unification. Causey (1977) and Hooker (1981) understand 
the explanatory unification achieved by a reduction in terms of ontological 
unification rather than just deductive unification; reduction often simplifies 
the ontology. Following Quine, we can consider that theories convey onto-
logical commitment: if a theory is true, then all types of entities over which 
the axioms and theorems of the theory quantify exist.6 Belief in the existence 
of entities of these types is justified to the same extent as belief in the truth 
of the theory. It makes sense to use the criterion of ontological commitment 
in a less restrictive form than Quine himself does: the mere fact that a sci-
entific theory successfully introduces a property into the description of its 
models or into its axioms and theorems provides a reason (fallible of course) 
to believe in its existence.7 Because of a reduction, the number of types of 
entity to whose existence one is committed according to the theories accepted 
decreases with the number of independent theories. Before the reduction of 
Mendelian genetics to molecular biology, the former included an ontological 
commitment to the existence of genes as a primitive type of entity. After the 
reduction, the ontology is simplified; genes are no longer considered a dis-
tinct type of entity. According to the new theory, their causal role is played by 
biological molecules, first and foremost DNA, and by a number of complex 
mechanisms that enable them to be replicated, to recombine in sexual repro-
duction, and to express themselves in the phenotype (see Mossio and Umerez 
2014). Before the reduction of the temperature of a gas to the average kinetic 
energy of the molecules that make it up, gases and their properties, such as 
pressure and temperature, were fundamental entities in whose existence it 

6 “We may be said to countenance such and such an entity if and only if we regard the 
range of our variables as including such an entity. To be is to be a value of a variable” (Quine 1976, 
199). See also Quine (1939).

7 It is not necessary, as Quine’s original criterion suggests, for the axioms of the theory, or 
for the description of its models, to quantify over the predicates that express these properties. See 
Kistler (2012, 2016, 2020).
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was reasonable to believe, insofar as the thermodynamics of gases was taken 
to be true. After the reduction of thermodynamics to classical mechanics, the 
ontology is simplified by the elimination of the gas as a fundamental type of 
entity, the fundamental entity now being the set of molecules. We will see that 
it is sometimes difficult — and often controversial — to judge whether such 
an elimination of a fundamental type of entity is equivalent to its elimination 
altogether or whether the new theory, having achieved reductive unification, 
is still ontologically committed to its existence as a “derived” entity.

A reduction achieves its aim of unifying the representation of the world 
by bringing together two theories that had distinct domains before reduction. 
This unification is achieved by providing principles that allow conclusions to 
be drawn about the objects of the reduced theory, based on premises formu-
lated in the language of the reducing theory. From a premise concerning the 
average energy of the molecules contained in a sample of gas, the reduction of 
thermodynamics to classical mechanics allows us to draw a conclusion about 
the temperature and pressure of this sample. However, the latter concepts 
apply to macroscopic objects and the former concepts to microscopic objects, 
one smaller than the other by several orders of magnitude. Similarly, the re-
duction of elementary learning to neurophysiology makes it possible to draw 
conclusions about an animal’s cognitive state of conditioning from informa-
tion about the state of the animal’s microscopic components. For example, it 
is possible to conclude from a premise that relates to the change in the con-
formation of Ca2+ channels in certain presynaptic axonal endings of nerve 
cells in an individual of the species Aplysia californica that this individual is 
in a state of habituation or, conversely, of sensitization in regard to the siphon 
withdrawal reflex following stimulation of its tail.8 This might seem to be 
surprising given that the premise concerns microscopic objects (membrane 
proteins), whereas the conclusion concerns a disposition to the behaviour of 
a macroscopic animal. How does the reduction bridge the distance between 
the domains of such disparate objects of discourse?

8 I will develop this example of the reduction of cognition to neurophysiology later in this 
chapter, in section 7.
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3. The Deductive-Nomological Model of Reduction
Let us begin by examining the form that this question takes within the con-
text of the now classic theory of reduction between theories proposed by 
Nagel (1961). His analysis of reduction presupposes the framework of the de-
ductive-nomological (D-N) approach to scientific explanation that — since 
its original proposal by Hempel (1942) and Hempel and Oppenheim (1948) 
— was supposed to cover not only the explanation of particular facts but also 
the explanation of laws. According to Nagel, the reduction of a theory, called 
“secondary,” to a more fundamental theory, called “primary,” is a scientific 
explanation in the sense of the D-N model. According to that model, this 
explanation takes the form of a deduction of the laws of the secondary theory 
from the laws of the primary theory (Nagel 1961, 338).

Nagel distinguishes “homogeneous” and “heterogeneous” reductions. In 
a homogeneous reduction, the primary (reducing) and secondary (reduced) 
theories share the same vocabulary for describing objects in their respective 
domains. In a heterogeneous reduction, the secondary theory contains primi-
tive descriptive terms that do not belong to the vocabulary, primitive or de-
rived, of the primary theory. The reduction of Galileo’s laws of the free fall of 
objects near the Earth’s surface to Newtonian laws of mechanics and gravi-
tation is an example of homogeneous reduction: “Although the two classes of 
motions are clearly distinct, no concepts are required for describing motions 
in one area that are not also employed in the other” (Nagel 1961, 339). The 
reducing theory, like the reduced theory, studies the movements of macro-
scopic bodies.

Yet the reduction of the macroscopic thermodynamics of gases to clas-
sical mechanics is a case of heterogeneous reduction. Temperature is a fun-
damental concept required to describe the objects of the secondary science 
(thermodynamics), but it is not part of the conceptual repertoire of the pri-
mary theory (classical mechanics), which describes the movements of the 
molecules that make up gases and their interactions. The heterogeneity of the 
descriptive vocabulary and conceptual apparatus of the primary and second-
ary theories is at the origin of an “acute sense of mystification” (Nagel 1961, 
340) when the reduction of one to the other has been achieved. How is it pos-
sible to deduce laws that bear on macroscopic objects and describe links be-
tween their macroscopic properties, such as temperature and pressure, from 
laws that deal with an entirely different domain of objects, smaller by several 
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orders of magnitude? How is it possible to establish a reductive link between 
these theories when the objects belonging to their respective domains do not 
share the relevant properties (individual molecules can possess neither tem-
perature nor pressure)? From the point of view of logic, such an explanation 
by reduction seems to be impossible:

If the laws of the secondary science contain terms that do not 
occur in the theoretical assumptions of the primary discipline 
[i.e., if the reduction is heterogeneous], [then] . . . the logical 
derivation of the former from the latter is prima facie impos-
sible. The claim that the derivation is impossible is based on 
the familiar logical canon that . . . no term can appear in the 
conclusion of a formal demonstration unless the term also ap-
pears in the premises. (Nagel 1961, 352–53)

The existence of heterogeneous reductions is not controversial, so they must 
be possible. According to Nagel, the reduction of heterogeneous theories ap-
pears to be impossible only insofar as their logical reconstruction omits an 
essential premise: the logical possibility of such a reduction presupposes the 
introduction of “assumptions of some kind . . . which postulate suitable re-
lations between whatever is signified by ‘A’ [a term of the secondary science 
absent from the vocabulary of the primary science] and traits represented 
by theoretical terms already present in the primary science” (Nagel 1961, 
353–54). Such an assumption is necessary in particular for the term “temper-
ature,” absent from the reductive theory, which applies to the molecules of a 
gas. Nagel calls this condition for the possibility of a reduction the “condition 
of connectability [sic]” (1961, 354). He puts forward two theses of great im-
portance for my purposes.

First, Nagel departs from earlier work on reduction that stipulated that 
these linkages between concepts of the reduced and reductive theories must 
take the form of universal statements of biconditional form.9 A statement of 
“biconditional” form indicates a necessary and sufficient condition, whereas 
a statement of “conditional” form indicates only a sufficient condition. “If 
it’s raining, I’ll take my umbrella” (conditional form with “if” or “if . . . then 

9 Including his own earlier work (Nagel 1951) as well as Woodger (1952) and Kemeny and 
Oppenheim (1956).
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. . .”) indicates that the fact that it is raining is sufficient for my taking my 
umbrella. But this statement does not say that rain is a necessary condition: 
it is compatible with the fact that I take my umbrella even when it is sunny. 
Conversely, the statement in biconditional form (with “if and only if . . .”) “I’ll 
take my umbrella if and only if it rains” excludes the possibility that I will 
take my umbrella when it is sunny. The biconditional form, indicated by the 
expression “if and only if,” indicates that the condition (the expression fol-
lowing the “if”) is both sufficient and necessary for me to take my umbrella. 
In the expression “if and only if,” “if” expresses the fact that it is sufficient; 
“only if” expresses the fact that it is necessary.

With regard to the link between the temperature of a gas and the aver-
age kinetic energy of the molecules of which it is composed, statement (B) in 
biconditional form expresses the thesis that the average kinetic energy is a 
necessary and sufficient condition for the corresponding temperature:

(B) (for “biconditional”) For any sample of ideal gas x, x has 
temperature T if and only if the molecules making up x have 
average kinetic energy Ekin(T) proportional to T.10

However, Nagel (1961, 355n5) explains that the existence of conditions 
of biconditional form, as in (B), is not necessary for reduction. In order to 
recover the laws of the secondary theory from the laws of the primary theory, 
it is sufficient to suppose that there is a conditional dependence of the macro-
scopic property on a microscopic property. We will see that this weakening 
of the conditions imposed on reductions leads to a deep modification of the 
concept of reduction.

(C) (for “conditional”) For any sample of ideal gas x, if the 
molecules making up x have an average kinetic energy Ekin, 
then x has a temperature T(Ekin) proportional to Ekin.

If the relationship is conditional (and not biconditional), then the fact 
that the molecules have the mean energy Ekin is sufficient but not necessary 

10 This proportionality is expressed in the following formula: ,  
where m is the mass of a molecule, Ekin is the mean kinetic energy of a molecule, k is Boltzmann’s 
constant, and  is the mean square velocity of the molecules. I will come back to this reduction in 
detail later.
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for the gas to have T. This means that it cannot be ruled out that something 
could have a temperature T for a reason other than having molecules with the 
mean energy Ekin.

The quantities of energy and temperature are linked by a numerical 
equality . It might therefore seem to be obvious that the depend-
ence between T and Ekin, which appear on both sides of the identity symbol =, 
must be symmetrical, such as the biconditional relation (B), which stipulates 
that each of T and Ekin is necessary and sufficient for the other. However, this 
appearance is ungrounded. The equation  is neutral with regard 
to the question of the nature of the dependence between the properties Ekin 
and T themselves. The equation simply expresses the fact that the numerical 
values of these quantities are proportional. It would never occur to anyone to 
suppose that temperature is identical to kinetic energy, multiplied by 2/(3k), 
for the simple reason that it makes no sense to talk about the multiplication 
of properties.

An important reason for not requiring biconditional but only conditional 
links is that it allows the model to be applied to the reduction of multi-real-
izable properties. This is the case with temperature. The state of the micro-
scopic components of an object can vary while its temperature remains the 
same. Moreover, temperature is a property shared by objects of very differ-
ent compositions. Gases, and other bodies composed of atoms or molecules, 
have a temperature by virtue of the kinetic energy of the atoms or molecules 
of which they are composed. But there are objects that are not composed of 
molecules yet have a temperature: plasma and radiation. The fact that cogni-
tive properties are multi-realizable (i.e., they can exist in animals of different 
species thanks to different neurophysiological bases) plays a crucial role in 
Fodor’s (1974) argument for the irreducibility of cognitive properties. This 
argument is aimed more generally at establishing the irreducibility of the laws 
of what are known as the “special sciences” (i.e., sciences whose fields of ap-
plication are more restricted than that of physics, which applies to any spatio-
temporal object). However, as we will now see, Fodor’s argument depends 
on the distinction between the biconditional form and the conditional form: 
multi-realizable properties are irreducible only if we require that a reduction 
presupposes the discovery of a biconditional linking principle between the 
reducing and reduced properties but not if we admit that in order to reduce it 
is sufficient to discover a conditional relation.
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The anti-reductionist argument presupposes that linking principles are 
biconditional laws: “Bridge laws express symmetrical relations” (Fodor 1974, 
129). The crucial point is the thesis that there can be no biconditional law 
between a multi-realizable property and the different properties realizing 
it. Let us assume that a given psychological property can be realized, at the 
neurophysiological level, in principle by an infinite set of structures. In this 
case, there can be no biconditional law linking the psychological property to 
neurophysiology since its neurophysiological term would be an open disjunc-
tion, with an indeterminate number of terms.

Let us take a closer look at the question of whether the form of the link-
ing statements required for a reduction must necessarily be biconditional or 
whether a reduction can be achieved with conditional linking statements. The 
answer to this question depends on the answer to another question: does the 
reduction require the derivability of the laws of the reduced theory, or would a 
weaker relation of connectability be sufficient? The derivability of a law means 
that it is possible to deduce the law from the reducing theory. Yet, to ensure 
connectability, it is sufficient for there to be laws that establish a link between 
properties belonging to the reducing theory and properties belonging to the 
reduced theory. The existence of conditional bridge laws satisfies what Nagel 
calls “the condition of connectability” (1961, 354).

A linking principle of conditional form is a law of nature of 
the form

All N1 are P,

where N1 is a predicate of the reducing theory (e.g., neurophysiological) 
and P is a predicate of the reduced theory (e.g., psychological).11 In what fol-
lows, the capital letter N represents neurophysiological properties, and the 
capital letter P represents psychological properties, and N* and P* refer to the 
same properties instantiated at a later time.

11 I will use this non-formal expression. The conditional form appears explicitly in the 
logical form of the statement: it is a universally quantified conditional: (x) (Nx1 → Px), where → 
represents the conditional “if . . . then . . . ,” which means “for any object x, if x is N1, then x is P.”
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Why are laws according to which it is sufficient to have property N1 in 
order also to have property P not sufficient to deduce logically a law of the 
reduced theory from laws of the reducing theory?12 

Let us assume that “all N1 are N1*” and “all N2 are N2* et cetera are neuro-
physiological laws. In Figure 1.1, these laws are represented by the horizontal 
arrows at the bottom. Let us suppose that the linking principles also have 
a conditional form: “All N1 are P,” “all N2 are P,” “all N1* are P*,” and so on. 
These linking principles correspond to the dotted lines (in vertical or oblique 
direction) in Figure 1.1, which indicate that a neurophysiological property N 
is sufficient for a psychological property P.

Figure 1.1 Reduction of laws involving multi-realizable properties. Modified from Fodor (1974, 139).

The psychological law “all P are P*” is represented by the top-level hori-
zontal arrow. The question of reduction is to know under which conditions 
it is possible to deduce logically the psychological law from the neurophysio-
logical laws and the linking principles. It appears that such a deduction is pos-
sible only if there are also “top-down” laws corresponding to arrows pointing 
downward: they would be laws stipulating that it is sufficient to have a certain 
psychological property P in order to have a certain neurophysiological prop-
erty Ni. If there is such a “downward” law, for example “all P are N5,” then we 
can deduce, by transitivity, that

12 For the reasoning that follows, see Marras (2002, 248 ff.).
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All the P are N5 (downward linking law), all N5 are N5* (reduc-
ing law), all N5* are P* (upward linking law), therefore all P are 
P* (reduced psychological law).

Multiple realizability corresponds precisely to the absence of such down-
ward laws. If the psychological property P can be realized, in different indi-
viduals, by different neurophysiological properties, N1, N2, N3, et cetera, then 
having P is not sufficient for any one of them in particular.

Richardson is right to note that bridge laws of conditional form are suffi-
cient for connectability, but he is wrong to say that such laws are also sufficient 
for derivability and therefore for reduction in the strongest sense. As he puts 
it, “derivability, with its explanatory parsimony, is adequately accounted for  
. . . if only we find sufficient conditions at a lower level of organization capable 
of accounting for phenomena initially dealt with at a higher level; and this . . .  
requires no more than a mapping from lower to higher level types and not a 
mapping from higher to lower level types” (1979, 548).

Nevertheless, Richardson expresses an important truth: when we discov-
er the microscopic properties and mechanisms, for example biochemical, that 
underlie a given biological property, we consider that this discovery makes it 
possible to give a reductive explanation of the phenomenon even if, in other 
organisms, the microscopic properties and/or the mechanisms are different. 
Take, for example, the reductive explanation of the “signal” contained in 
a protein that enables the molecule to reach its destination within the cell. 
According to the “signal hypothesis,” each protein synthesized in the cyto-
plasm by ribosome and RNA complexes possesses a property that determines 
its path to its functional destination: this property is the signal that enables 
the protein to be oriented. It appears that very different microscopic proper-
ties can “play the role” of such a signal in different organisms and for differ-
ent proteins in a given organism. For example, “signal sequences [of amino 
acids with a protein] for insertion into the ER [endoplasmic reticulum] . . . 
may vary over 200% in length, apparently show diverse physical chemical 
interaction with membrane lipids . . . , may or may not be cleaved in serving 
their function depending on the signal sequence involved, and are sometimes 
species-specific in their functioning” (Kincaid 1990, 581). The discovery of 
each of the mechanisms allowing a microproperty underlying the signalling 
property of a protein to direct the protein toward its destination yields a re-
ductive explanation. In this sense, it is correct to say, with Richardson, that 
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“alternative (possible or actual) mechanisms . . . do not prevent reduction” 
(1979, 549).

But we must be aware that the reduction achieved by the discovery of 
microproperties and the associated microscopic mechanisms is not a reduc-
tion in the sense of the logical derivability of the higher-level law, in the sense 
of Nagel. The tension between Richardson’s statement that I just quoted and 
Kincaid’s thesis that “such biochemical diversity underlying biological unity 
is the root obstacle to reduction” (1990, 583) is the result of different inter-
pretations of reduction. Kincaid speaks of reduction in the sense of logical 
derivation, whereas Richardson’s thesis can be defended if the word reduction 
is given a weaker meaning.13 Insofar as it is sufficiently enlightening to derive, 
for one or another of the types of system possessing the reduced property, a 
law structurally equivalent to the reduced law Sx → S*x, of the form Pix → 
Pi*x, from the reducing theory that correctly describes that type of system 
possessing S, we can consider that such a discovery constitutes a “reductive 
explanation” though not in the Nagelian sense of derivability.

In this sense, Ausonio Marras observes that it is legitimate to say that 
biological properties realized in different ways in different types of organisms 
can nevertheless be reduced, provided that we weaken the Nagelian condi-
tions for reducibility, so that “we take the essential core of the reduction to 
be not the derivation of the actual laws of the target theory from the laws of 
the base theory, but merely the derivation of the images of such laws under 
appropriate boundary conditions” (Marras 2002, 249).14

In such a weakened conception of reduction, the fact that an indetermin-
ate number of physical properties Ni underlie a mental property P does not 
prevent the reduction of P. Multiple realizability is compatible with the possi-
bility of reducing the multi-realizable property to different realizing proper-
ties. This change of perspective has several important consequences. First, as 
Kim has pointed out, such reductions are only “local”: “If each of the psych-
ological kinds posited in a psychological theory has a physical realization for 
a fixed species, the theory can be ‘locally reduced’ to the physical theory of 
that species” (1992a, 19; 1993b, 328). Second, the concept of local reduction 

13 Richardson (1979) himself does not seem to be aware of this: he wrongly claims that 
conditional bridge laws are sufficient for Nagelian derivability.

14 In this context, law A is called the “image” of law B if A and B are different but analogous 
in the sense that A shares (part of) the structure of B.
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forces us to abandon the thesis (defended by Causey 1977) according to which 
the discovery of a reduction necessarily takes the form of the discovery of the 
identity of properties.15 Conversely, the fact that there is no law of bicondi-
tional form on which the reduction is based constitutes a reason to deny that 
there is a (unique) reducing property identical to the reduced property.

Awareness of the possibility of local reductions is certainly an important 
step toward anchoring the mind in matter by showing that the multi-realiz-
ability of psychological properties does not present an insurmountable ob-
stacle. There is a weaker model of reduction that does not require the deduc-
tion of the reduced theory from the reducing theory but only the discovery 
of local theories that apply to one or more realizations. The fact that the local 
reducing law Pix → Pi*x can be seen as reducing the law Sx → S*x makes local 
reduction compatible with an important feature of reductions as they occur 
in the history of science. Most reductions are accompanied by corrections 
to the reduced theory. According to the model developed by Schaffner and 
others, what is deduced from the reducing theory is not the old theory that is 
the subject of the reduction but a new theory that resembles it.16 

In Schaffner’s (1967) terms, the theory TR* derived from TB (which stands 
for “base theory”; it is the reducing theory) must be in a relationship of “close 
similarity” to the original theory TR that was to be reduced; the numeric-
al predictions made from TR* must be “very close” to those made from TR; 
moreover, between the theory TR to be reduced and the theory TR* actually 
derivable from TB, there must be a “strong analogy” or “positive analogy” 
(Schaffner 1967, 144). The abandonment of the deducibility requirement and 
its replacement by the requirement of the deducibility of a theory analogous to 
the reduced theory make Schaffner’s conception compatible with multi-real-
izability. In the case of a multi-realizable property, there are several reducing 
theories, each serving as a basis for the deduction of a theory analogous to the 
reduced theory, without the different theories thus obtained being identical 
to each other.

15 According to Esfeld and Sachse (2011), the functional reduction of higher-level properties 
does justice to the existence of special sciences even though these higher-level properties are locally 
identical to physical structures.

16 The model developed by Schaffner (1967, 1993) to account for reductions that do not obey 
the Nagelian requirement of derivability was taken up by Hooker (1981), Churchland (1985), and 
Bickle (1998).
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4. The Model of Reduction by Analogy
Historically, the new reduction model has been constructed to take account 
of the fact, noted by many authors, that reductions do not preserve the de-
tails of the theories that existed prior to the reductions. On the contrary, an 
important motivation for the search for a reduction is the corrective modifi-
cation that the new theory TB imposes on the old theory TR, in terms of both 
observable predictions and theoretical assertions. This observation can lead 
to two conclusions. According to Popper (1957), Feyerabend (1962), and Kuhn 
(1962), the fact that “falsifications” or “paradigm shifts” lead to the adoption 
of a new theory incompatible with the old theory shows that it is not appro-
priate to speak of a reduction. Rather, it is the “replacement” or “elimination” 
of the old theory in favour of a radically different new theory. If TR and TB are 
incompatible or even incommensurable, one cannot be reduced to the other 
insofar as a reduction consists of justifying the old theory on new grounds. 
Among the cases traditionally referred to as “reductions,” it is exceptional for 
the reduction to lead to the retention of the reduced theory in its precise form.

Popper (1972, 198–200) and Feyerabend (1962, 46–48) show this with the 
example of the corrective reduction of the Galilean law of free fall.17 According 
to Galileo, a projectile launched from the surface of the Earth moves along 
a parabola. If its initial velocity is zero, then its free fall is a rectilinear and 
uniformly accelerated motion toward the centre of the Earth. However, this 
Galilean law cannot be derived as it stands from the Newtonian laws of mo-
tion. Newton showed that the trajectory of a projectile is elliptical (in the case 
of a spherically symmetrical attractor) and never strictly parabolic. However, 
the Newtonian theory also helps to explain the success of the Galilean law 
despite its falsity: when the total length of the projectile’s trajectory is small 
compared with the Earth’s radius, the parabolic shape is a good approxima-
tion to the elliptical trajectory.

The same conclusion can be drawn for Kepler’s laws of motion of the 
planets around the Sun. Kepler’s third law states that the ratio of the cube 

17 Glymour (1970, 345) and Sklar  (1993, 335) point out that, in order to derive Galileo’s law, 
it is necessary to make the counterfactual hypotheses that there are no forces acting on the falling 
body other than gravitation (no friction in particular) and that the Earth is perfectly spherical. 
Popper (1972, 200) notes that Galileo’s law can be deduced within the framework of Newtonian 
theory only if a false premise is added: the radius of the Earth is infinite. He adds that this premise is 
not only de facto false but also without sense since it has absurd consequences in Newtonian theory.
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of the planet’s mean distance from the Sun, a, to the square of the planet’s 
period (i.e., the duration of one revolution around the Sun), T, is a constant 
(i.e., the same for all planets).

(K)      a3 / T2 = k (where k is a constant)

In Newtonian theory, we can only derive the following law, according to 
which this ratio, for a system composed of two point masses, is proportional 
to the sum of their masses m1 and m2.

(N)      a3 / T2 = k(m1 + m2) (where k is a constant)

From a Newtonian perspective, Kepler’s original law is false for two rea-
sons. First, the law (N) only applies to a system of two bodies and not when 
there are several planets that also influence each other. Not only is it false that 
there is only one planet, but also, if there were, then Kepler’s law would be 
meaningless: its content is a regularity in the behaviour of all planets. If there 
were only one planet, then there would be no point in trying to establish any 
regularity between the planets. Second, (K) would be true (i.e., m1 + m2 would 
be a constant for all the planets) only if the masses of all the planets were the 
same or negligible compared with the mass, m1, of the Sun.

According to Schaffner (1967), Churchland (1979, 1985), Hooker (1981), 
and Bickle (1998), in typical cases of reduction, such as that of the law of free 
fall or Kepler’s third law, TR is not derivable from TB in any formal sense, and 
the primitive terms of TR have no equivalents (nomologically co-extensional 
terms) in the language of TB. In the situation that results from a “corrective” 
or “approximate” reduction, the new theory TB can typically explain why the 
old theory was able to fulfill its explanatory and predictive role, although 
it is now considered to be false. Placing TR and TB in parallel allows us to 
understand in what sense TR is an “approximation” of TB. In some cases, one 
can indicate fictitious situations in which TR can be deduced from TB. One 
can then “obtain TR from TB, deductively: if one conjoins to TB, certain con-
trary to fact premises . . . , one can obtain TR” (Schaffner 1967, 138; variables 
modified).

In general, reduction leads to a modification of the reduced theory. 
For example, the reduction of the psychological theory of learning by the 
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neurobiological theory of Kandel (which I will present later in this chap-
ter) has led to a change in the conception of the different types of learning: 
“Available evidence suggests that classical conditioning and sensitization are 
not fundamentally different, as is frequently thought, but rather the cellular 
mechanism of conditioning appears to be an elaboration of the mechanism 
of sensitization” (Hawkins and Kandel 1984, 389). In other words, “neuro-
biology may have discovered that simple and associative learning are not as 
different as psychology has supposed” (Gold and Stoljar 1999, 864). In a simi-
lar way, molecular biology’s reductive explanation of the biological concept of 
the gene has led to its modification without, however, eliminating it. The old 
concept of the gene has been split into three different concepts corresponding 
to different criteria of gene identity.18

Kemeny and Oppenheim (1956) had already observed that the fact that 
the reducing theory generally corrects the reduced theory, and the fact that 
the laws derived from the reducing theory are therefore generally incompat-
ible with the laws of the reduced theory, make it impossible to satisfy the 
requirement imposed on reduction by Nagel (1951) and Woodger (1952) that 
there be biconditionals linking the vocabularies of the reduced and reducing 
theories.19 According to Kemeny and Oppenheim, “any actual example has 
to be stretched considerably if it is to exemplify connections by means of bi-
conditionals, and most examples will under no circumstances fall under this 
pattern” (1956, 13). Their  article anticipates the central thesis of Schaffner’s 
theory: “We might suggest that it is some modification TR* of TR that is ac-
tually reduced to TB” (17; symbols modified). However, they refrain from 

18 Genes can be thought of as units of recombination: in this sense, a gene is a “recon.” 
They can also be seen as units of mutation: in this sense, a gene is a “muton.” But what corresponds 
most closely to the traditional functional concept of a gene is what enables hereditary traits to 
be transmitted from one generation to the next: in this sense, a gene is a “cistron” (Kitcher 1982; 
Rosenberg 1985). In the words of Endicott, “‘cistron’ is a corrected image of the Mendelian gene 
(a term in TR*, and hence a term supposedly [according to the CHB model, where CHB stands 
for Churchland, Hooker, Bickle] formulated within the idiom of TB). Yet it was not created from 
molecular genetics (TB) ex nihilo, but from the pressure of the original Mendelian theory (TR) to find 
a structure with the function of a gene. So co-evolved terms within TB or rather its subset TR* are by 
their very nature dually constrained by the rationales and conceptual resources grounded at both 
levels. In a word, they are theoretical hybrids.” (1998, 65)

19 Wimsatt points out that, insofar as one can reconstruct the reduction of an old theory — 
now considered false — from a new theory that corrects it, as a deductive argument whose form is 
valid, “there had better be an equivocation somewhere!” (1976a, 218).
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developing this idea because they consider that “such a TR* is not usually 
formed, and it may be very difficult to formulate it” (17).20

Instead of judging, as Kemeny and Oppenheim do, that correctives are 
too complex to be subject to formal analysis, and instead of judging, like 
Popper, Feyerabend, and Kuhn do, that they are not really reductions since 
they refute the old theory TR (reduction requires that it be justified by being 
deducible from a more fundamental theory TB), several authors —  including 
Putnam (1965), Hempel (1965a), and Schaffner (1967) — have tried to con-
struct a more sophisticated concept of reduction, which makes it possible to 
account for the fact that the reductions found in the history of science do not 
preserve the reduced theory but generally correct it.

Schaffner proposes a “general reduction paradigm” (1967, 144) supposed 
to apply both to reformative reductions that correct the reduced theory and 
to conservative reductions that preserve it. According to this model, TB re-
duces TR if it is possible to derive from TB a “corrected” theory TR* that “bears 
a close similarity” to TR and that produces quantitative predictions that are 
“very close” to those of TR (144). Schaffner rejects Nagel’s (1961) thesis that 
binding principles of the conditional — rather than biconditional — form 
are sufficient to accomplish a reduction. His justification for taking up the 
earlier criterion formulated by Nagel (1951) and Woodger (1952) is that, fol-
lowing Feigl (1958), the most plausible interpretation of linking statements is 
that they express “synthetic identities” (145) and that an identity statement 
is a fortiori of biconditional form. He distinguishes between the association 
and subsequent identification of objects in the domain of theories TB and TR 

20 The model of reduction that they propose in exchange does not take account of a direct 
relationship between the theories: for Kemeny and Oppenheim, it is impossible to find a link 
between the reduced and reducing theories that accounts for the reduction. The only condition 
that it is possible to express concerns the observable consequences of these theories. In stronger 
reduction models, Kemeny and Oppenheim’s condition will be considered necessary but not 
sufficient. A reduction that satisfies only the minimal condition of Kemeny and Oppenheim does 
not establish any link between the theories themselves; it is therefore inappropriate to speak of an 
intertheoretical reduction. In a case in which there is no intertheoretical reduction but replacement 
(or “elimination”), the requirement of Kemeny and Oppenheim gives precise meaning to the idea 
that the new theory explains the entire domain of phenomena that the old theory explained. In 
Schaffner’s terms, it is a matter of “reduction as explanation of the experimental domain of the 
replaced theory. Though in this latter case we do not have intertheoretic reduction, we do maintain 
the ‘branch’ reduction” (1992, 320) of some science conceived in terms of the domain of phenomena 
it explains. Also see Schaffner (1993, 423, 431).
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and the association and subsequent identification of the properties expressed 
by their predicates, stating that “it is possible to set up a one-to-one corres-
pondence representing synthetic identity between individuals or groups of 
individuals of TB and TR*” (144; symbols modified).21

This is a major change in the conception of reduction. For Nagel, the 
reduced and reducing theories possess and retain their own domain of in-
dividuals and properties, with the linking principles allowing the deductive 
integration of the laws of TR into the theoretical framework of TB. The linking 
principles merely express the existence of dependencies that form the basis 
of the reductive inferences that move from one domain to the other. There 
is a big step to be taken between the hypothesis that the temperature of a 
macroscopic gas depends on the kinetic energy of the microscopic molecules 
that make it up and the hypothesis of the identity of these two domains, even 
if it is “synthetic” (i.e., known a posteriori). Then it is just one step further to 
accept the idea that the deduction that corresponds to a Nagelian reduction, 
between TB and TR*, is in fact an intratheoretical deduction that belongs en-
tirely to the reducing theory.22 It is then the link of analogy between TR* and 
the old theory TR that corresponds to the reduction relation.

21 Schaffner adds that the reduction functions that associate individual constants and 
predicates are “in general . . . interpretable as expressing referential identity” (1967, 144). See 
also Schaffner (1976, 618). The transition from function to identity is much less straightforward 
than Schaffner presents it to be. The existence of an association function between the properties 
described by TR and the properties described by TB is compatible with the thesis of the emergence 
of the former, according to interaction laws. Schaffner sets as a condition for reduction that “TR* 
(entities) = function [TB (entities)]” and that “TR* (predicates) = function [TB (predicates)]” (1976, 
618). In the case of a multi-realizable property, there is such a regular association function. But this 
condition is much more general (or weaker) than the “referential identity” condition that Schaffner 
seems to consider as equivalent. It corresponds to the case in which the function is identity.

22 This step has been taken by Churchland, Hooker, and Bickle. See, for example, 
Churchland (1985, 11) and Bickle (1998, 108).
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Figure 1.2 Two reduction models, differing with respect to historical change. In Nagel’s model, the 
old theory TR is deduced from the new theory TB using linking principles. In the CHB (Churchland-
Hooker-Bickle) model, this deduction is carried out without any use of linking principles, using only 
the conceptual resources of TB, and leads to a new theory TR*, analogous to the reduced theory TR. TR* 
is of the same theoretical level as TR but improves it.

This conception aims to assimilate microreduction, the subject of Nagel’s 
model, to the reduction between successive theories dealing with objects of 
the same size.23 In the sciences, the term “reduction” is often used to charac-
terize the relationship between a new theory, such as special relativity, and an 
older theory that it replaces while dealing with the same objects, in this case 
classical Newtonian mechanics. In this sense, the term “reduction” refers to 
the relationship between a new theory, TR*, and an older theory, TR, which 
strictly speaking is false and which TR* replaces. In general, TR can be re-
covered from TR* by giving certain parameters counterfactual values (e.g., an 
infinite speed of light in the equations of relativistic mechanics). In this con-
text, it is said that “TR* reduces to TR.” In this sense, we can say that relativistic 
mechanics “reduces to” classical Newtonian mechanics “in the limit of small 
speeds” (i.e., in the limit in which the speeds under consideration are much 
smaller than the speed c of light). For example, in relativistic mechanics, the 

23 On this second concept of reduction, see Glymour (1970), Batterman (1995, 2002), and 
Rueger (2000b, 2001, 2004); on the comparison between the two concepts, see Nickles (1973) and 
Wimsatt (1976a, 215 ff.).
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momentum p of an object is equal to , where m indicates the 

mass of the object (defined in a frame in which it is at rest), v its velocity, and c 
the speed of light. It is commonly said in science that this equation “reduces” 
to the classical momentum equation, p = mv, “in the limit of small speeds”: 
that is, in situations in which v << c (the object’s speed v is much smaller than 
the speed of light c).24 In this type of case, the reduction links two theories, 
TR and TR*, which have the same field of application. The theory TR* replaces 
the old TR because it allows its errors to be corrected while reproducing its 
successes: TR* is empirically stronger or simpler, or both, than TR. But the two 
theories deal with the same objects: unlike in microreduction, in which the 
reducing theory is concerned with parts of the objects that are the subject of 
the reduced theory, this is an “intralevel” or “domain-preserving” reduction 
(Nickles 1973, 181).

Schaffner’s model of reduction (and its variants developed by Churchland, 
Hooker, and Bickle) aims to assimilate “intralevel” reduction to microreduc-
tion or “domain-combining” reduction (Nickles 1973, 181), where the do-
mains of the reduced and reducing theories are at different levels of the micro-
macro scale.25 This seems to be difficult to conceive since the first reduction 
model requires that the objects of both theories belong to the same domain 
(and the same level of the micro-macro scale), whereas the second model is 
supposed to cover reductions between theories describing objects of different 
sizes, where the domain of the reducing theory relates to objects that are parts 
of the objects in the domain of the reduced theory. How could “interlevel” 
microreduction be assimilated into “intralevel” reduction?

24 With , gm is the relativistic mass (i.e., the mass in a reference frame 

where the object is at speed v). If v<<c, then , and , so that .
25 Rueger (2004) attempts to achieve this assimilation by another means. He sees the 

microdescriptions and macrodescriptions of a system as two descriptions of the same level (i.e., the 
macrolevel). The microdescription involves the attribution of a microstructural property in terms 
of a variable on the microscopic scale. Both are causally efficacious, the macroproperty being a 
“part” of the “micro”property (which in fact is a macroproperty that takes the microstructure into 
account). The least that we can say is that the thesis that one property can be “part” of another, in the 
mereological sense, needs to be justified. In the absence of such a justification, it is the description of 
the macroproperty that is “part” (in the sense of the terms of a conjunction) of the description of the 
microproperty, where the latter is written in the form of a Taylor series development of the solution 
of the equation that determines the microproperty.
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Schaffner’s idea — later taken up by Churchland (1979, 1985), Hooker 
(1981), and Bickle (1998) — is that the reduction of TR to TB comprises two 
distinct stages. The first stage involves the construction, within TB and 
under certain conditions C, of a theory TR* that replaces the old theory to 
be reduced TR. This first step is supposed to bridge the distance between the 
microscopic theory TB and a theory of macroscopic objects, without resorting 
to Nagelian linking or “bridge” principles. It therefore respects the stricter 
conditions imposed by an a priori reduction model: the higher-level theory 
is deduced solely from the conceptual resources of the reducing theory, with-
out recourse to linking principles or other conceptual resources foreign to 
the microscopic theory TB. I propose to call such a conception of reduction 
“conceptual reduction.” It is only at the second stage that the CHB model of 
reduction (as noted above, I will use this acronym to refer to the model elab-
orated by Churchland, Hooker, and Bickle) makes use of “linking principles” 
between terms of the old theory and terms of the new theory. Between TR and 
TR*, Schaffner says, there must be a “positive analogy” (1967, 144). In his de-
velopment of Schaffner’s conception, Hooker argues that the existence of an 
“analog relation” between the theory TR* derived from the base theory TB and 
the theory to be reduced, TR, “warrants claiming (some kind of) reduction 
relation, R, between TR and TB” (1981, 49).26

Let us assume the existence of two stages, the first of which consists of 
crossing the distance between the microscopic theory TB and the macroscop-
ic theory TR* by means of a deduction that exploits only the resources of TB. 
Insofar as TR* is conceived as a theory of the same level as TR that corrects 
TR, the relationship between TR* and TR resembles an intralevel reduction 
in the sense of Nickles (1973) and Wimsatt (1976a). The controversial thesis 
required to justify this assimilation concerns the first stage of the reduction. 
The CHB model sees the derivation of TR* from TB as a deduction internal 
to TB. According to this model, it is not necessary to use Nagelian “linking 
principles” to bridge the distance between the microdomain of TB and the 
macrodomain of TR*. In this sense, the derivation of TR* from TB is therefore 

26 In Churchland’s words, “a reduction consists in the deduction, within TB, not of TR itself, 
but rather of a roughly equipotent image of TR, an image still expressed in the vocabulary proper 
to TB” (1985, 10; symbols modified). Bickle (1998) gives a detailed account of the conception of 
reduction developed by Schaffner, Hooker, and Churchland.
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intratheoretical and interlevel.27 To take account of the fact that the reduced 
theory TR is often only analogous to a particular case of application of TB, 
the derivation of TR* uses “limiting assumptions” and “boundary conditions” 
as premises in addition to TB. These are the types of assumptions regularly 
used in intralevel reductions. To give an example of a limiting assumption, 
we can think of the fact that, to find equations structurally analogous (TR*) 
to the equations of classical mechanics (TR) from relativistic mechanics (TB), 
we have to use the assumption that the speeds of the objects to which the 
equations are supposed to apply are very slow compared with the speed of 
light. To give an example of boundary conditions, in the derivation of certain 
equations of statistical mechanics (TR*) analogous to the thermodynamic 
equations (TR) for a gas, it is assumed that the number of molecules in the 
gas remains constant and that the gas remains confined to a constant volume.

Before going any further, I will examine in the next section whether the 
model of conceptual reduction suggested by Schaffner, Churchland, Hooker, 
and Bickle applies to a paradigmatic case of reduction.

5. The Reduction of Thermodynamics to Classical 
Mechanics
The controversial condition of the CHB model requires that it be possible 
to deduce, from TB alone, the laws of TR* without employing linking laws 
that appeal to TR concepts. In order to evaluate the thesis that this model 
adequately represents historical cases of scientific reductions, and to avoid 
begging the question, I will examine whether the CHB model can account 
for a paradigmatic case of a successful reduction, that of thermodynamics 
to classical mechanics. Bickle (1998) argues that the CHB model passes this 
test: he tries to show that it is able, in particular, to account for the reduction 
of the ideal gas law to classical mechanics. According to Bickle, it is possible 
to derive, within classical mechanics, the following “analog structure” of the 
ideal gas law:

27 The crucial thesis is that no “linking principle” or “bridge law” is needed to derive the 
“image” TR* from TB (the reducing theory), an image whose isomorphism with TR (the reduced 
theory) justifies the claim that TB reduces TR. As Churchland puts it, “the correspondence rules play 
no part whatever in the deduction. They show up only later, and not necessarily as material-mode 
statements, but as mere ordered pairs: <Ax, Jx>, <Bx, Kx>, . . . ” (1985, 10).
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      (*) ,

where N denotes the number of molecules in a sample of an “ideal” gas, m 
the mass of a molecule, v (the absolute value of) the velocity of a molecule,  
the average square velocities of the molecules taken over all of the molecules 
and over time, and l, w, and h the length, width, and height of the container 
enclosing the gas.

The question is whether, as Bickle maintains, the derivation of an equa-
tion formally analogous to the ideal gas law can be obtained within classical 
mechanics alone or whether this deduction requires “linking” principles that 
describe the dependence of certain systemic properties of a macroscopic ob-
ject (such as  [the average of the squares of the velocities of all molecules]) 
on the microscopic properties of its components (e.g., the velocities v of the 
individual molecules).

The evaluation of the thesis that the CHB model is adequate for the 
analysis of this particular case of reduction is of some importance. It is a 
paradigmatic case because of its relative simplicity compared with reductions 
of chemistry to physics, or of psychology to neurophysiology, which I will 
consider later. The relative simplicity of its mathematical derivation justifies 
my consideration of this case as a touchstone: if the conditions imposed by a 
given model of reduction are too strong for this case to be considered a suc-
cessful reduction, then the model is inadequate. It is plausible to assume that 
more complex reductions satisfy these conditions even less.28

In an elementary presentation of this reduction, consider an ideal gas of N 
molecules, each with a mass m, contained in a volume V of a box whose sides 
define the directions x, y, and z of the Cartesian reference frame. The number 
of molecules per unit volume is r = N/V. The fundamental idea behind the 
reduction is that the pressure of the gas on the walls of the box results from 
the force exerted by all of the impacts of the molecules on the wall. The aim 
is to calculate the number of molecules that strike a given surface A during a 
given period of time Dt and then to multiply it by the force exerted by each of 

28 In Krüger’s words, it can be assumed that the reduction of thermodynamics to classical 
mechanics “will mark something like an upper bound to the strength or the completeness one is 
likely to achieve in reduction in general” (1989, 373).
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these impacts on the wall. As a first approximation, we simply assume “that 
each molecule moves with the same speed, equal to its average speed ” (Reif 
1967, 40).

This simplification contains an innocent part that is relatively easy to 
abandon as well as a substantial part: the average taken over the speeds of 
all molecules at a given instant also represents the average over a long time 
given the dynamics of the molecules. This average only corresponds to a real 
property of the system when it is in equilibrium. Equilibrium is character-
ized by the fact that, despite the inevitable changes in the state of motion 
of the particles, the overall distribution of the speeds of all the molecules 
is approximately constant (although it undergoes fluctuations around this 
constant distribution). Once this assumption has been made, the innocent 
part of the simplification consists of calculating the pressure, not on the basis 
of the Maxwell-Boltzmann distribution, which indicates the proportion of 
molecules with a given speed, but on the basis of the overall average speed, 
taken over all of the molecules. Insofar as this average over the molecules 
necessarily exists (the number of molecules being finite), this will not change 
the result of the calculation.29

One gets the number of molecules striking the surface A over a period 
of time Dt by assuming that 1/6 of the molecules move approximately in the 
direction toward A, which corresponds to the x axis. One in three molecules 
has a velocity almost parallel to the x axis, and one in two of those molecules 
is moving toward A, while the other is moving away from A. Next one notes 
that all of the molecules that hit A in an interval Dt must be located in a cylin-
der (a fictitious construction by the theorist) with face A and length .  
is the distance travelled by a molecule with speed  during the time interval 
Dt. The molecules contained in this cylinder, and only those molecules, will 
reach A during the interval Dt. Based on the assumption that the density of 
molecules is everywhere r = N/V, the number of molecules that hit A during 
the interval Dt is therefore . To calculate the force exerted on A during 
a collision of one molecule with A, one again uses the assumption that the 

29 Richet (2001, 315–16) shows this by calculating the pressure, not simply by multiplying 
the number of molecules per volume by their average velocity, but by taking the integral of the 
product of the velocity and the number of molecules with that velocity: , where  denotes a 
particular velocity and  the number of molecules with that velocity, over all possible velocities, 
from zero to infinity, using the Maxwell-Boltzmann distribution for the function .
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gas is in equilibrium. It is assumed that the kinetic energy of such a molecule 
must remain unchanged during the shock. “This must be true, at least on the 
average, since the gas is in equilibrium. . . . The magnitude of the momen-
tum of the molecule must then, on the average, also remain unchanged” (Reif 
1967, 41). Since the force exerted by the wall is equal to the force exerted by 
the molecule (Newton’s third law), and the force exerted by the molecule is 
equal to its change of the momentum (Newton’s second law), it is sufficient to 
calculate the change of the momentum of a molecule travelling in a perpen-
dicular direction to the wall (the x direction), given that the modulus of this 
momentum remains unchanged: this is the case for a molecule that rebounds 
after an elastic shock, so that the change in (the x component of) its momen-
tum is . For the average force (this is the average over both molecules 
and time) exerted by the molecules on the wall in the x direction, one obtains

The average pressure is the average force exerted by the molecules on the wall 
in the x direction, per unit area of the wall:

(1) 

The crucial question is this: does this calculation allow us to deduce, 
from the concepts and principles of classical mechanics alone, which is the 
reductive microtheory describing the behaviour of microscopic particles, an 
expression that describes a macroproperty of the macrosystem of which these 
molecules are the components? This is the fundamental condition of the CHB 
model, which applies, according to its proponents, to the case of the reduction 
of thermodynamics: no linking principle is necessary. The first part of the 
reduction consists of deducing, using only the concepts and principles of the 
reducing theory, an analogous image of the reduced theory. This analogous 
image is supposed to have two properties: it is entirely formulated in the lan-
guage of TB (mechanics), and it nevertheless describes global (or systemic) 
properties in the domain of the reduced theory TR* (thermodynamics). The 
second part of this statement is true but not the first part. It is true that v is 
a term belonging to the vocabulary of the reduced theory. It is reasonable to 
argue that this is also the case for the average speed of molecules at a given 
instant. In favour of this hypothesis, it can be argued that this average speed 
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is always the speed of a microscopic object, albeit a virtual object: there is as 
much reason to say this as there is to say that the centre of gravity of a system 
of massive bodies, albeit virtual, is a mechanical object, at the same level as 
the massive bodies that make up the system.

Now the velocity  in (1) is an average obtained by neglecting the fluctu-
ations of individual molecules. It is only on this condition that it is possible 
to conceive of the expression on the right in (1) as designating a macroscopic 
property of the gas. One can only reduce the temperature of the gas to the 
kinetic energy of the molecules if one defines this kinetic energy on the basis 
of such an average.

 (where ekin denotes the kinetic energy of a molecule, v its 
velocity, and m its mass)

is a microscopic property that can be attributed to the molecular components 
of the gas. But the quantity that forms the basis for reducing temperature as a 
macroscopic quantity is

To be able to consider that an expression refers to a macroscopic property 
of the gas, it is necessary to assume that the averages over time correspond to 
real properties; in short, it is necessary to assume that the system is in equi-
librium. “The temperature and pressure of a gas have only a statistical signifi-
cance. An isolated atom has no temperature and pressure. . . . Temperature 
and pressure can be defined only when the number of atoms is large enough 
that their values are time independent” (Richet 2001, 316).

The conceptual transition from the microscopic mechanical domain to 
the macroscopic thermodynamic domain therefore corresponds to the tran-
sition from a system made up of a set of molecules whose average speed and 
kinetic energy over the macroscopic sample and over time can be calculated, 
to a single object with the stable global properties p and T. In order to describe 
and explain the behaviour of a macrosystem in thermodynamic terms, it 
must be assumed that it actually possesses these properties. For the averages 
of microscopic quantities over time to correspond to real properties of the 
system, the system must be in equilibrium. If this is not the case, the aver-
age  over time does not give rise to a temperature, and the average  over 
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time does not give rise to a pressure: the system does not possess these latter 
properties, and it does not obey the laws that define them, such as the “zeroth 
law of thermodynamics,” which defines temperature in terms of equilibrium.

One might suspect that the need to resort to the equilibrium hypothesis 
is merely an artifact of the simplified presentation of reduction in textbooks. 
This is not the case. In the presentation of the reduction of thermodynam-
ics by Gibbs (1902) — which still constitutes the most important theoretical 
model — the conceptual leap between the consideration of a system as com-
posed of a set of microcomponents and the consideration of a thermodynam-
ic macrosystem is clearly apparent. It is impossible to know the exact state of 
the molecules. Even at equilibrium, the real values of the mean pressure at a 
given moment, and of the average kinetic energy  , taken over all of the 
molecules at a given moment, are not strictly identical to their mean values 
taken over time but fluctuate around this mean value. Yet the macroscopic 
properties T and p by definition are properties that characterize systems at 
equilibrium: by definition, they are independent of time. In Gibbs’s approach, 
the values of (macroscopic) thermodynamic quantities are calculated from 
the fiction of the “set” of all possible microsystems given the macroscopic con-
straints imposed. This construction ensures that the values of these quantities 
remain stable over time. This means that thermodynamic properties, such 
as temperature, are not calculated directly from the state of the particular 
underlying microscopic system. They are calculated from the fiction of all the 
systems obeying the same constraints. Insofar as the system is in equilibrium, 
it really does have a macroscopic temperature and pressure. These properties 
are not fictitious. They are real properties whose conception is irreducible to 
the framework of microscopic mechanics alone. The conceptual transition 
corresponding to Gibbs’s derivation of these quantities from the description 
of the system in terms of the microproperties of its components cannot be 
accomplished with the conceptual resources of the reducing theory alone. 
The use of the Gibbsian concept of an “ensemble” of systems (or some other 
concept that cannot be reduced to the conceptual apparatus of microscopic 
mechanics) is indispensable.30

30 Nagel is aware of the indispensable nature of statistical premises, themselves irreducible 
to mechanics, in the reduction of thermodynamics: “It is one thing to say that thermodynamics 
is reducible to mechanics when the latter counts among its recognized postulates assumptions 
(including statistical ones) about molecules and their modes of action; it is quite a different thing to 
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Regarding pressure, Sklar expresses this point as follows:

There is, for a particular sample of gas at equilibrium, the ac-
tual momentum transferred by the molecules impinging on a 
wall of the box in a short time, and there is its average value 
per unit area per unit of that time. On the other hand, there 
is the quantity calculated for an ensemble of similarly consti-
tuted systems. . . . Whereas the former sort of pressure, the 
feature of the individual system, will be expected to fluctuate, 
the latter kinds of ensemble quantities, quantities defined by 
the macroscopic characterization of the system and the cho-
sen probability distribution over the ensemble, will, of course, 
not. Here, fluctuation will show up as assimiliated into the 
ensemble description by the calculation of averages or most 
probable values of quantities, but the averages themselves are 
not the sort of things to fluctuate. (1993, 349–50) 

The “orthodox” procedure for reducing thermodynamic quantities to 
mechanics involves Gibbs’s concept of ensemble. Of course, the fact that the 
derivation of thermodynamic concepts via the ensemble concept is not pure-
ly mechanical does not mean that there is no other way of deriving them 
that does not require recourse to concepts that do not belong to mechan-
ics.31 However, other attempts to reduce thermodynamics have encountered 
the same difficulty. For example, it has been suggested that the concept of 
probability should be avoided when moving from the description of a system 
in microscopic terms to its description in macroscopic terms, by deducing 
macroscopic laws from mechanical laws and initial conditions; it is plausible 
to think that the non-existence of macroscopic systems that break macro-
scopic laws while obeying microscopic mechanical laws (e.g., an isolated sys-
tem whose entropy decreases “spontaneously” without being compensated by 
an increase in entropy in another system) can be explained by the fact that 

claim that thermodynamics is reducible to a science of mechanics that does not countenance such 
assumptions” (1961, 362). According to my analysis, the first claim is justified but not the second 
claim. However, the reduction would only satisfy CHB’s conditions if the second statement were 
true.

31 Krüger (1989) briefly presents three other approaches. None of them uses only mechanical 
conceptual resources.
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this would require exceptional initial conditions. Clearly, we cannot, in prac-
tical terms, specify such initial conditions since we can neither observe nor 
describe the state of motion of 1023 particles at a given moment.32 But let us 
put aside this difficulty; it might be only an epistemic one that does not affect 
the ontological aspect of the question. Now, even if we ignore the problem 
of the number of factors that form part of the initial conditions, there is no 
reason to think that the initial conditions that characterize systems obeying 
macroscopic laws can be rendered in microscopic terms. On the contrary, it 
seems to be plausible that the only commonality of these conditions is the 
macroscopic property of characterizing systems that obey macroscopic laws.33 
The specification of initial conditions, if it were practicable, is therefore pos-
sible only by using macroscopic concepts and vocabulary. Consequently, a 
reduction of thermodynamics along this path would not be able to deduce it 
from the conceptual resources of microscopic mechanics alone.

It can be concluded provisionally that in the present state of science the 
CHB model does not apply to the reduction of thermodynamics to mech-
anics. Its principles cannot be derived from mechanical resources alone. As 
Krüger concludes, “notions like equilibrium and temperature (and thereby 
entropy) must be given physical meaning on a basis of more than just mech-
anics” (1989, 382).34

32 There are approximately 1023 atoms or molecules in 1g of matter. More precisely, 
the “Avogadro number,” defined as the number of carbon atoms in 12g of the 12 of carbon, is 
approximately equal to .

33 “There is, as far as I am aware, no indication that there is a non-trivial or non-question-
begging property in the language of mechanics that would be common to all microstates which 
behave normally, but absent from all those which do not” (Krüger 1989, 379).

34 This is independent of the interpretation of the concept of ensemble. Gibbs himself 
interprets it as an expression of our ignorance of the detailed microscopic state: “The laws of 
thermodynamics . . . express the laws of mechanics for these systems, as they appear to beings who 
do not possess sufficient fineness of perception to be able to appreciate quantities of the order of 
magnitude of those belonging to the individual particles, and who cannot repeat their experiments 
often enough to obtain other than the most probable results” (1902, vii–viii; cited by Krüger 1989, 
380). For Gibbs, we have to construct ensembles because we do not have access to the individual 
properties of all the microscopic particles that make up a macroscopic system. Einstein, who 
developed the ensemble approach independently of Gibbs, interprets ensembles in a different way. 
For Einstein, the ensemble describes the distribution of energies in a collection of systems in contact 
with a “heat bath” (i.e., an infinitely large reservoir of heat that has a fixed temperature) (1902, para. 
5; 1903, paras. 3–4; Krüger 1989, 382). In Einstein’s interpretation, a fictitious infinite ensemble serves 
as the basis for assigning thermodynamic quantities to a real individual system. Irrespective of the 
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One of the attractions of the CHB model is its promise to account for 
reduction without having to postulate linking principles that give rise to the 
suspicion of making the reduction obscure. As long as these binding principles 
themselves are not reduced (by derivation from TB), the higher-level theory is 
only incompletely reduced but remains partly mysterious. In Bickle’s words, 
“one advantage of the H-C [Hooker-Churchland] account is that it avoids hav-
ing to specify the logical status of cross-theoretic identity statements” (1992, 
223). It avoids this problem because, “if the deductive part of a reduction has 
no gap to bridge between the language or the ontology of premise and con-
clusion, then the nonexistence of lawlike connections between reduced and 
reducing concepts or kinds is of no consequence” (Bickle 1998, 108). We have 
seen that the CHB model, far from circumventing the problem, puts forward 
a hypothesis to solve it: it is the hypothesis that the relevant “identity state-
ments” can be derived within TB (or approximately derived, insofar as TR*, 
an approximation of TR, is strictly derived). However, I have shown that this 
assumption is false in the case of the reduction of thermodynamics.

Bickle’s thesis that the CHB model of reduction does not need linking hy-
potheses is crucial in his defence of reductionism against various anti-reduc-
tionist arguments. It is important to show that Bickle’s failure to refute these 
arguments does not refute reductionism. The “synthetic model of reduction,” 
which I will introduce in the next section, makes it possible to answer them 
without the thesis (which, as we have seen, is mistaken) according to which 
TR* can be derived from TB without linking statements.

1. Davidson (1970) justifies the autonomy of psychology by the absence of 
strict psychophysical laws. This argument presupposes that the reduction of 
psychology to neurophysiology requires the discovery of psychophysical laws 
that can play the role of the linking principles in Nagel’s model. However, 
Bickle claims that “the impossibility of psychophysical laws is irrelevant to 
the new thesis of mind-brain reductionism and the novel account of inter-
theoretic reduction underwriting it” “since an H-C [Hooker-Churchland] 
reduction nowhere requires bridge laws” (1992, 218, 224). This defence of re-
ductionism against Davidson’s argument invites two objections.

First, the absence of linking principles in the CHB model does not stand 
up to the test of the analysis of a paradigmatic case of reduction. This analysis 

interpretation chosen, the need to make use of a fictitious infinite ensemble shows the inadequacy of 
strictly mechanical concepts for deriving thermodynamic properties and their laws.
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shows that at least some reductions require linking principles. The analysis of 
the reduction of long-term memory will show (in section 7) that it involves 
laws of composition that play the role of linking principles. Davidson’s thesis, 
according to which the difference between the conditions of attribution of 
physical and psychological states precludes the existence of psychophysical 
laws, cannot therefore be true in general. It is still possible that this thesis is 
true of a (very important) part of our psychological states: it is possible that 
there are no linking principles that directly connect intentional states, such 
as propositional attitudes of believing and desiring, to states of the brain. 
However, such intentional states may be related nomologically to other men-
tal states that are reducible to brain states.

Second, as Endicott has pointed out, the CHB model itself contains link-
ing principles between TR* and TR: in the case of relatively “retentive” reduc-
tions, where the corrections that TR* makes to TR are modest, the reduction 
justifies identities between objects and properties described by the theories 
TR* and TR (see Churchland 1979, 83; 1985, 11). Furthermore, “property iden-
tity guarantees nomic coextension. So bridge laws exist within the new-wave 
account” (Endicott 1998, 68): that is, in the CHB model of reduction.

2. Bickle sees scientific theories as sets of models rather than sets of 
statements.35 In logic, a “model” of a statement (or set of statements) is an 
interpretation in which the statement (or set of statements) is true. An “in-
terpretation,” in the logical sense of the term, associates an object with each 
singular expression and a set of objects with each predicate. The “semantic 
conception” of scientific theories consists of conceiving of theories not as 
sets of statements but as sets of models: the structured sets of objects that 
make the theory true. According to Bickle, adopting the semantic conception 
makes it possible to analyze the relationship between reduced and reductive 
theory without resorting to linking principles. Although this assertion is un-
deniably true in a literal sense, it seems to be rather superficial. Indeed, in the 
case of “homogeneous ORLs” (Bickle 1998, 78), where ORL stands for onto-
logical reductive link, the basic sets of the models of TR constitute a subset of 
the basic sets of the models of TB. For example, the point masses of classic-
al collision mechanics (TR) are identical to the point masses of Newtonian 

35 In other words, Bickle adopts the “semantic conception” of scientific theories, an 
important alternative to the traditional “syntactic conception,” according to which theories are sets 
of statements.
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particle mechanics (TB).36 Even if, at a fundamental level, theories are sets of 
models and not sets of statements, they imply statements. The assertion (part 
of the requirements of the CHB model) that the entities designated by the 
statements of TR are identical to the entities designated by the statements of 
TB can be presented as a consequence of inclusive relations of the basic sets 
of the respective models of TR and TB; this does not prevent the fact that, as 
soon as such an identity is expressed in a statement, it is a linking statement. 
In other words, the CHB model still contains statements of intertheoretical 
connection, even if they occupy the place of consequences and not that of 
fundamental postulates.37

The attempt to identify interlevel reduction with corrective intralevel re-
duction therefore fails, at least in this paradigmatic case, for the reason that 
the deduction of TR* from TB cannot be conceived of as intralevel within TB. 
Another observation diminishes the plausibility of this assimilation. The cor-
rective modification of the reduced theory, although it is a regular effect of 
reduction, is not always the unique aim of interlevel reduction.38 Another im-
portant aim is explanatory unification: a reduction aims to show what macro-
scopic properties such as temperature consist of. It is perfectly possible for 
this goal to be achieved by an interlevel reduction that justifies the high-level 
theory as it is, whereas the only reason for an intralevel reduction is to im-
prove the reduced theory. Interlevel reduction provides information about the 
detailed nature of the reduced properties, without necessarily showing that 
the reduced theory is wrong: reduction justifies the notion of temperature as 

36 See Balzer, Moulines, and Sneed (1987, 255–67); Bickle (1998, 78).
37 Schaffner had already shown that the “semantic” conception of reduction first proposed 

by Suppes (1967), conceiving of it as a relation of isomorphism between models of theories rather 
than between their statements, “is a special case of a Nagel type of reduction” (1993, 430; Schaffner 
1967, 145). The isomorphism of models is not sufficient for a reduction because theories can relate 
to domains that have isomorphic models without being connected. Schaffner (1967, 145) mentions 
heat theory and hydrodynamics, which share their formal structures, without one being reducible to 
the other. For this reason, Bickle adds the condition of the existence of ORLs. With this condition, 
the semantic conception of reduction becomes equivalent to the syntactic conception in terms of 
linking statements. Furthermore, Endicott (1998, 71) points out that the only innovative element 
of the CHB model compared with Schaffner’s model — namely, the requirement that TR* be inferred 
from the conceptual resources of TB alone, cannot be expressed in the semantic conception, because 
the notion of inference in accordance with rules makes sense only in the context of a conception in 
which theories are expressed in statements.

38 “Unlike the evolutionary intralevel cases, the reduced theory in interlevel situations does 
not stand in need of technical correction in every case” (McCauley 1996, 30).
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a stable (time-independent) property of macroscopic systems at equilibrium, 
but it also provides the information that this stable property emerges against 
a background of microproperties subject to fluctuations and themselves 
therefore stable only on average.

The lesson to be learned from the analysis of the reduction of thermo-
dynamics is that macroscopic thermodynamic properties cannot be identi-
fied with microscopic properties of their components. It is not enough to as-
sume that gases are composed entirely of molecules to be able to reconstruct 
the macroscopic properties of gases from the microscopic properties of their 
components. “A too naive application of the notion of identificatory reduction 
would be misleading, because ‘temperature’ in many of its uses in statistical 
mechanics refers not to an instanced property of a particular system sample 
at a time, but, rather, to some feature of a probability distribution over sys-
tems of a specified type” (Sklar 1993, 352).39

6. The Synthetic Model of Reduction
We have seen that the paradigmatic reduction of thermodynamics to classical 
mechanics is possible only on the basis of concepts and principles that go 
beyond those available in the reducing theory. In what follows, I propose a 
“synthetic” model that takes this into account. This model, sketched in Figure 
1.3, retains elements of each of Nagel’s model and the CHB model.

39 In Chapter 4, we will see that we can characterize the relationship between a macroproperty 
such as temperature and the microproperty that allows its reduction more adequately using the 
concept of emergence. The properties of a macroscopic object composed of microscopic parts are 
determined by laws of composition. When the law of composition is non-linear, macroproperties 
can emerge that are qualitatively different from the microproperties that determine them.
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Figure 1.3 Three reduction models, differing with respect to bridge principles and historical change.In 
Nagel’s model, the old theory TR is deduced from the new theory TB by means of linking principles. In 
the CHB (Churchland-Hooker-Bickle) model, this deduction is carried out without any use of linking 
principles, using only the conceptual resources of TB, and it leads to a new theory TR*, analogous to the 
reduced theory TR. TR* is at the same theoretical level as TR but is superior to it. In the synthetic model 
(inspired by Schaffner), the reduction of TR involves deducing a theory TR* that corrects TB, starting 
from TB using linking principles.

The synthetic model retains Nagel’s thesis that the linking principles (or 
bridge laws) cannot be deduced without prior knowledge of the phenomena 
and laws of the level of the reduced theory (TR* and TR). The derivation of TR* 
from TB presupposes the a posteriori discovery of interaction laws as well as 
concepts and laws specific to the transition between levels. My model also 
retains the observation of the CHB model that the result of such a reductive 
deduction does not in general coincide exactly with the old theory TR but that 
it yields corrections. In short, the synthetic model takes account of the fact 
that reductions generally lead to a correction of the reduced theories with-
out requiring the reduced theory to be absorbed by the reducing theory. In 
general, a reduction consists of the discovery of a nomological explanation of 
structures and laws governing the evolution of these structures, which uses 
conceptual resources from the reducing theory TB and the reduced theory TR. 
Indeed, as we saw in the previous section, the reduction of thermodynam-
ic laws uses, in addition to the principles of the reducing theory, statistical 
principles foreign to microscopic theory, in particular Gibbs’s notion of an 
ensemble.

Schaffner’s model does not explicitly require the derivation of TR* to use 
only the conceptual resources of TB. In this respect, it resembles the synthetic 
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model that provides the possibility of deriving TR* using conceptual resources 
specific to TR. Schaffner takes up the Nagelian distinction between “homo-
geneous” and “heterogeneous” reductions. In the case of the former, “all the 
primitive terms . . . appearing in the corrected secondary theory TR* appear 
in the primary theory” (1967, 144; variables modified), whereas in the case 
of the latter the primitive terms of TR* are associated only with the terms of 
TB, where these associations are subject to a certain number of conditions. 
But these conditions do not limit the conceptual resources that can be used 
in the construction of TR* (i.e., resources from TR as well as those from TB).40 
Schaffner’s GRR model (“general model of reduction-replacement”) requires 
only the existence of a function that associates the predicates of TB (possibly 
corrected to TB*41) with the predicates of TR*. The last condition can be satis-
fied if the properties of TR* are determined, as a function of the properties of 
TB*, by non-causal laws42 of composition, according to my synthetic model.

This is an important difference, and Schaffner’s model partially escapes 
my criticism of the CHB thesis, according to which the resources of TB alone 
are sufficient to derive TR*. Nevertheless, the conditions that Schaffner im-
poses on reduction are too strong: the paradigmatic case of the reduction of 
thermodynamics does not satisfy them because Schaffner imposes that, even 
in heterogeneous reductions, the terms of TR* must have the same reference 
as the expressions constructed in TB associated with them during the reduc-
tion. The association of TR* terms referring to individuals, with expressions 
formed in TB, takes the form of a “one-to-one correspondence representing 
synthetic identity between individuals . . . in TB and TR*,” and “the primitive 
predicates of TR* . . . are . . . associated with an open statement in TB,” so that 
the reduction function that accomplishes this association is “in general . . . 
interpretable as expressing referential identity” (Schaffner 1967, 144; variables 

40 Endicott correctly observes that “Schaffner does not require that TR* . . . be constructed 
out of the [conceptual] resources of a higher-level TR” (1998, 58n14). But Schaffner’s model does not 
require TR* either to be constructed merely from the conceptual resources of TB.

41 The GRR model takes account of the fact that fruitful reductions often also lead to a 
modification of the reducing theory. The reduction consists of deducing a corrected theory TR* from 
a corrected reducing theory TB*. See Schaffner (1993, 427–29).

42 The assimilation of the relation of simultaneous non-causal determination to non-
simultaneous causality is a major source of confusion in the philosophy of reduction and mental 
causation. I will explain in Chapter 5 that this confusion plays a key role in Kim’s argument against 
the causal efficacy of macroscopic properties.
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modified).43 However, this thesis is questionable at least with regard to predi-
cates. We saw in the previous section that, in the case of the reduction of 
the thermodynamic properties of pressure p and temperature T, there is no 
expression in the vocabulary of TB that shares their reference.

7. The Reduction of Cognitive Phenomena by 
Neurophysiology: Elimination or Co-Evolution?
According to my working hypothesis, reduction is one of the forms of uni-
fication of scientific knowledge. Therefore, it will be instructive to compare 
my analysis of the reduction of thermodynamic quantities in the physical 
sciences with a case of reduction in the cognitive sciences.

Recent research in neuroscience has uncovered the neural bases of sev-
eral basic forms of learning: sensitization, habituation, and classical condi-
tioning. Sensitization is a form of learning in which an animal learns to react 
differently to a stimulus: repetition of the stimulus leads to reinforcement 
of the behavioural response. Habituation, conversely, reduces the strength 
of the animal’s reaction to a stimulus repeatedly presented. These forms of 
learning are non-associative in that they involve a single stimulus and a sin-
gle response. In contrast, classical conditioning (CC) is a form of associative 
learning in which an animal learns to react with a behavioural response R to a 
stimulus (CS for conditioned stimulus) that is neutral before learning (i.e., that 
does not provoke any behavioural response), by associating this CS with an-
other stimulus, known as the unconditioned stimulus (US), which provoked 
response R before the learning session. It can be innate that the US triggers R.

The reduction of these elementary forms of learning is well advanced in 
science.44 The results presented by Hawkins and Kandel (1984) enable us to 
understand the neurophysiological mechanisms by which conditioning and 

43 True, the requirement that the connection between the predicates of the theories TR* and 
TB (or TB*) must be established by a hypothesis of “synthetic identity” does not appear in the formal 
conditions of the GRR model (Schaffner 1993, 429). Nevertheless, Schaffner keeps maintaining that 
“reduction functions” establish that entities designated by predicates of TR* are identical to entities 
designated by predicates of TB*. “Reduction functions link entities and predicates of reduced and 
reducing extensionally via an imputed relation of synthetic identity” (Schaffner 1993, 440).

44 There are other cases of detailed neurobiological reductions of cognitive capacities, such 
as the phenomenon of colour opposition, the basis of which has been discovered in neurons known 
as colour opponent cells. See Hardin (1988); Zeki (1993); Gold and Stoljar (1999). I will examine this 
reduction in Chapter 4.
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learning occur: in a situation in which the animal is confronted with the CS, 
it reacts with the learned behaviour R.

The importance of reducing these forms of learning would be even great-
er if it turned out that sensitization, habituation, and classical conditioning 
form a “learning alphabet” whose combination makes it possible to explain 
more complex forms of learning. Based on the discovery that the microscopic 
processes underlying classical conditioning (a type of associative learning) 
are variants of the processes underlying sensitization (a type of non-asso-
ciative learning), Kandel makes the hypothesis that “more complex forms of 
learning can be built up from the molecular components of simpler forms. 
By this means a variety of distinct forms of behavioral modifications could 
be achieved by a small set of molecular mechanisms” (1995, 680; see also 
Hawkins and Kandel 1984). This perspective allows us to answer the objec-
tion that the reduction of elementary learning is of very limited significance 
for psychology, insofar as this reduction has been achieved only in the case 
of a rather primitive creature, the species Aplysia californica: a naked-bodied 
gastropod mollusc of the genus Aplysia (some of whose species are also known 
as “sea hare”) whose cognitive capacities are viewed as rudimentary. A great 
deal of research on the physiological basis of learning has been carried out 
using the species Aplysia californica, which lends itself to this type of study 
because of the simplicity of its neural system and the large size of its neur-
ons. However, the primitive forms of learning studied in Aplysia are shared 
by much more complex animals and even by humans. We therefore accept 
the widespread view that Hawkins and Kandel’s discovery is a paradigmatic 
case for cognitive neuroscience, which aims to discover the neurophysiology 
underlying cognitive abilities.45

Let us start with a form of sensitization that has been studied at the cel-
lular level in Aplysia.46 Aplysia has an innate reflex that consists of retracting 
the siphon inside the parapod and the gill in the mantle (R) as a consequence 
of a threatening stimulus (US: a tap on the mantle or siphon).47 This gill-with-
drawal reflex is present before sensitization. Sensitization is a process that 

45 See Churchland (1986, 369); Bickle (1998); Gold and Stoljar (1999).
46 See Hawkins and Kandel (1984, 377–78); Hall (1992, 474 ff.); Kandel (1995, 671–76).
47 A stimulus is called unconditional (US) if it triggers a behavioural response without any 

prior learning, as happens with innate reflexes. A stimulus is said to be conditional for a given 
response R if the CS triggers R only after learning by classical conditioning, whereby the animal 
learns to associate the CS with a US and therefore with the response R triggered by the US.
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leads to the reinforcement of this reflex. It is triggered by a noxious stimulus 
(US2 = N) to another part of the body, in this case a shock to the tail or head. 
In psychological terms, the state provoked by N can be interpreted as a state of 
alert that reinforces all defensive behaviours (Hawkins and Kandel 1984, 381).

Here is a simplified explanation of sensitization. The neurons that trans-
mit information about N make synapses on facilitator interneurons. These 
interneurons make synapses on the axon ending of the sensory neuron that 
transmits information about the US, precisely at the point where this axon 
has a synapse with the motor neuron responsible for triggering R. The mech-
anism of sensitization is presynaptic facilitation: the US-R synaptic connec-
tion is modified by the interneuron so that R responds more strongly to the 
US. This is achieved by a modification of the dispositions of the molecular 
parts of this synapse.48 Sensitization is reduced in two stages. In the first stage, 
the cognitive process is reduced to a neurophysiological process of synapse 
modification. In the second stage, the central stage of the neuronal mechan-
ism is in turn reduced to molecular processes.

Several molecular changes occur in parallel. Stimulation of the interneur-
on (stimulated by N) causes, via a biochemical mechanism, the closure of 
a number of K+ channels in the US-R presynaptic axonal ending. When an 
action potential triggered by a US arrives at the axonal ending, open K+ chan-
nels tend to bring the potential difference across the axonal membrane back 
to its equilibrium value, whereas closed K+ channels increase the depolariz-
ation that determines the strength of the action potential. Stimulation by N 
thus leads to “changing the conformation of the channel and decreasing the 
K+ current,” which “prolongs the action potential, increases the influx of Ca2+, 
and thus augments transmitter release” (Kandel 1995, 673) into the US-R 
intersynaptic channel.

The reductive explanation of classical conditioning also proceeds by 
highlighting microscopic changes that result in a modified state of the neur-
ons involved, which can be characterized alternatively in categorical terms or 
in dispositional terms. Classical conditioning leads to establishing or reinfor-
cing an animal’s disposition to react by R to the perception of a CS to which it 
reacted little or not at all before learning. For this conditioning to take place, 

48 In Chapter 3, we will see that cognitive properties can be described both categorically, 
by describing them in themselves, in abstraction from their role or function, and dispositionally, by 
identifying them through their causes and effects.
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the sensory neurons originating from the CS must be stimulated in a precise 
temporal interval that precedes the stimulation of the same axonal bulb by 
the US.

The first stimulation by the CS puts the presynaptic axonal bulb in a state 
of greater receptivity to successive stimulation by the unconditional stimulus. 
The molecular basis of this greater receptivity consists of a change in the con-
formation of adenyl cyclase, a molecule involved in the mechanism leading 
from stimulation by an action potential to release of the transmitter into the 
intersynaptic cleft.49

Each reduction of a cognitive capacity by the discovery of an underlying 
microscopic mechanism relies on laws of interaction between the micro-
scopic parts of the system. The overall determination resulting from these 
laws can be considered to be based on a single “law of composition” (Broad 
1925, 63) specific to this type of system. This law determines, in a non-causal 
way, that the complex system possesses the overall property M because its 
parts (the various ion channels, transcription activators, etc.) possess certain 
properties: the property of a fraction of the K+ channels to be closed (P1), the 
property of the transcription activators to be phosphorylated (P2), and so on. 
The reduction shows how the global cognitive property M nomologically de-
pends50 on microscopic properties P1 . . . Pn of parts of the system. In what fol-
lows, I will sketch another example of reductionist explanation in cognitive 
neuroscience before using these examples to evaluate the synthetic model of 
reduction introduced above.

The discovery of the mechanism underlying the acquisition of long-term 
memory is another example of a well-advanced psychophysiological reduc-
tion. Experimental research in cognitive science has shown that the trans-
formation of short-term memory into long-term memory requires (most 
of the time) repetition of the stimulus and can be prevented by “retrograde 
interference”: that is “distractions introduced after the initial items have been 
learned and stored in short-term memory” (Bickle 2003, 47).

49 The conformational change of the molecule “enhances its ability to synthesize cAMP 
in response to serotonin released in the US pathway” (Kandel 1995, 679). cAMP is short for cyclic 
adenosine monophosphate, one of the molecules involved in the mechanism of long-term memory 
consolidation. See Kandel (2000, 1254).

50 It is equivalent to say that M depends nomologically on P1 . . . Pn and to say that P1 . . . Pn 
determine nomologically M.
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Several molecular mechanisms underlie the development of long-term 
memory. The first mechanism corresponding to early long-term potentiation 
(E-LTP) gives rise to a synaptic modification that persists for approximately 
one to three hours (see Bickle 2003, 63–67). Through a cascade of biochem-
ical interactions involving numerous molecules, the strong depolarization of 
the post-synaptic membrane leads — through the reception of molecules of 
the neurotransmitter glutamate from the synaptic cleft and after numerous 
intermediate steps involving other channel proteins in the membrane as well 
as cAMP molecules (secondary messengers) — to a change in the conform-
ation of two species of receptor molecules, called AMPA and NMDA. The 
consequence of this conformational change is that the channels with which 
these molecules are associated remain in an “open” state. In this state, the 
conductivity of the AMPA receptor for Na+ ions, for example, is almost tri-
pled. This means that, if a new stimulation reaches the post-synaptic neuron 
while it is in the long-term potentiated state, it will produce an enhanced 
post-synaptic excitatory potential (EPSP), increasing the likelihood that the 
overall depolarization at the axon neck of the post-synaptic cell will be strong 
enough for it to send out an action potential in response to stimulation by the 
pre-synaptic cell.

The second phase of long-term potentiation (L-LTP) is triggered by re-
peated stimulation of the post-synaptic cell. It leads to a much longer-lasting 
change in the structure of the post-synaptic neuron. L-LTP essentially in-
volves gene expression. It is triggered by a product of the post-synaptic causal 
chain, the catalytic molecules PKA, which migrate to the nucleus of the cell, 
where they trigger expression of the uch gene (see Bickle 2003, 67–71). This 
gene transcribes the protein hydrolase ubiquitin, which triggers the transcrip-
tion of other proteins that cause the growth of new dendritic spines and hence 
the formation of new synapses. The end result of this mechanism underlying 
long-term memory is an increase in the number of synapses between two 
neurons. This, in turn, increases the likelihood that the post-synaptic neuron 
will send out an action potential when stimulated, however weakly, during 
the L-LTP period, which can last for days or weeks.

The discovery of this molecular mechanism underlying the formation of 
long-term memory provides a reductive explanation of a number of proper-
ties of long-term memory first highlighted at the cognitive level. I will men-
tion just two of them.
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First, research in experimental psychology conducted at the end of the 
nineteenth century established that there is a linear dependence between 
the number of times that a stimulus is repeated during conditioning and the 
length of time that it is retained in long-term memory.51 The description of 
the underlying microscopic processes makes it possible to explain this de-
pendence, insofar as the brain event triggered by the repetition of the stimu-
lus produces the state underlying memory consolidation. Stimulus repetition 
leads to enhanced activation in presynaptic axons, triggering the cascade of 
biochemical events described above, which gives rise to structural changes 
in synapse configuration. This explains the neuron’s increased disposition to 
respond to similar stimuli.

Second, it has also been known since the end of the nineteenth century 
that brain trauma suffered after the initial phase of learning can prevent the 
fixation of memories related to the period immediately preceding the shock. 
Experimental work on this phenomenon, known as “retrograde interference,” 
shows in particular that, if an animal is given an electric shock between twenty 
seconds and fifteen minutes after having undergone an experience whose 
memory is stored in short-term memory, that memory will not get fixed in 
long-term memory.52 Furthermore, the retrograde amnesia that concussion 
victims suffer is explained at the neuronal level by the fact that the trauma 
interrupts one of the biochemical stages of the process leading to L-LTP.

We have seen with the example of thermodynamics that its reduction 
to classical physics does not make the reduced theory superfluous. First, the 
discovery of the laws that determine macroscopic properties and processes 
presupposes prior knowledge of macroscopic phenomena and laws. Second, 
the deduction of macroscopic phenomena necessarily involves concepts and 
principles that cannot be deduced a priori from the principles and laws gov-
erning microscopic phenomena alone. The reductive explanation, therefore, 
leads to a unification of knowledge and the enrichment of both theories rath-
er than the elimination of the reduced theory.

51 The work of Ebbinghaus is presented in Squire and Kandel (1999, 130–32) and Bickle 
(2003, 47). However, repetition of the stimulus is not necessary. Depending on the biological species 
and the object of learning, certain experiences can be sufficient, without ever being repeated, to 
induce a stable long-term memory.

52 After Ebbinghaus and Müller and Pilzecker at the end of the nineteenth century, this 
research was taken up again by Duncan (1949). See Bickle (2003, 112).
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Similarly, neurophysiological reduction leads to a deeper understanding 
of cognitive phenomena, such as learning, but does not render their psych-
ological descriptions superfluous. Specifically cognitive concepts are indis-
pensable for understanding certain properties of learning by conditioning. 
Consequently, a cognitive concept such as having learned to react with a be-
havioural response to the perception of the conditioned stimulus is neither 
eliminated when the underlying microprocesses have been discovered nor 
identified with any concept applying to those microprocesses. The cognitive 
concepts describing learning at the cognitive level remain indispensable in-
sofar as they are necessary for the very description of the underlying micro-
scopic mechanism. According to Rescorla (1988), such a mechanism cannot 
be understood in terms of a “low-level mechanical process in which the con-
trol over a response is passed from one stimulus to another” (152). Indeed, the 
mechanism underlying learning becomes comprehensible only insofar as we 
appeal to the notion of information (see Gold and Stoljar 1999, 31). Rescorla 
shows that there are two ways of conceiving of learning. First is the “reflex 
tradition in which Pavlov worked and within which many early behaviourists 
thought” (152). In this research tradition, conditioning is interpreted “as a 
kind of low-level mechanical process” (152). Second is “the associative trad-
ition,” which “sees conditioning as the learning that results from exposure to 
relations among events in the environment,” where “the information that one 
stimulus gives about another” is crucial (152). Rescorla presents the transition 
from the old to the new theory of learning by conditioning as the replacement 
of a theory whose concepts are located at the physical level by an authentic-
ally psychological theory, constructed using the concept of information. This 
interpretation seems to be too simple: it is also a matter of replacing a crude 
theory with a more sophisticated one. However, the crucial point for my an-
alysis of reductive explanation is the fact that the improvement of the theory 
of learning is the result not of the discovery of neurophysiological mechan-
isms but of the use of the cognitive concept of information.

As theories of the mechanism of learning, both theories can be expressed 
in cognitive vocabulary. According to the crude theory, as expressed in text-
books from the 1980s, conditioning is “a form of learning in which a neutral 
stimulus, when paired repeatedly with an unconditioned stimulus, eventually 
comes to evoke the original response” (Gardner 1982, 594, cited by Rescorla 
1988, 151). For conditioning to be effective, the presentation of the CS and 
the US must follow a precise protocol. The CS must be presented within a 



531 | Unity of Science and Reduction

well-defined interval before the US is presented, an interval known as the 
interstimulus interval (ISI); optimal classical conditioning requires an ISI of 
half a second (see Hawkins and Kandel 1984, 379). The more sophisticated 
theory presented by Rescorla shows that the concept of contiguity between the 
unconditioned stimulus and the conditioned stimulus is too crude: contigu-
ity is neither necessary nor sufficient for conditioning to occur.

The fact that it is not sufficient is demonstrated by Rescorla’s experiments 
on rats. In these experiments, rats were exposed to two salient events: a tone 
lasting two minutes and a weak electric shock applied to the grid on which 
they were standing. Two experimental protocols were compared. In the first, 
there was no temporal correlation between the two events, so tones con-
tained no information about shocks. Some shocks occurred in the presence 
of a tone, others in its absence. In the second, the rats were exposed to tones 
that had the same distribution as in the first protocol; however, they were 
exposed to shocks only in the presence of tones, and there were no shocks in 
the absence of tones. Both protocols satisfied the condition of contiguity be-
tween the US (the shock) and the CS (the tone), but only the rats that followed 
the second experimental protocol developed an association between the tone 
and the shock. Rescorla explains this result by the fact that, in the second 
protocol but not in the first, the tone contained information about the shock. 
In the first protocol, there was as much probability of a shock when there was 
a tone as when there was no tone; in the second protocol, shocks occurred 
only during tones. The two learning situations “share the same contiguity of 
the tone [the CS] with the US, but they differ in the amount of information 
that the tone gives about the US” (Rescorla 1988, 152). In the first group, the 
presence of the CS informed the animal of the presence of the US, which 
explains the creation of a conditioned response to the CS previously adequate 
only for the US. Conversely, in the second group, the CS contained no infor-
mation about the US because there was as much US in the absence of CS as 
in its presence, which explains why the animal did not develop a conditioned 
response to the CS.

Contiguity is not necessary for learning either. In a variant of the experi-
ment described above, starting from the protocol in which the US was present 
simultaneously with the CS and in the absence of the CS, all US contiguous 
with CS were removed. Since there was no more contiguity between CS and 
US, the simple theory of learning by contiguity predicts that no learning will 
occur. However, what the animals in fact learn in this situation is that the 
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CS is a reliable indicator of the absence of the US. They learn by developing 
a conditioning in which the CS acts as a conditional inhibitor (see Rescorla 
1988, 153).

Rescorla takes the old Pavlovian theory of the reflex to be a “mechanistic” 
theory that draws its conceptual resources exclusively from the neuronal level 
and the cognitivist theory of learning to be a theory that makes an irreducible 
use of the concept of information. Now this reconstruction is as question-
able as Bickle’s (2003) eliminativism, which claims that the discovery of the 
underlying biochemical processes renders the use of psychological concepts 
superfluous. It seems to be more appropriate to interpret the difference be-
tween behaviourist and cognitivist theories of learning by conditioning in 
terms of how fine a distinction they draw. In fact, each of these theories (or 
each of these variants of the theory) has a corresponding reducing theory at 
the neurophysiological and molecular levels. Kandel’s theory identifies both a 
molecular mechanism that underlies learning as a function of the contiguity 
between the CS and the US and — albeit more hypothetically — a mechanism 
(actually two mechanisms) underlying the absence of learning in a situation 
in which the US occurs without the CS in the intervals between simultan-
eous (contiguous) presentations of both the US and the CS. I have already 
presented the outline of a molecular explanation for the creation of an asso-
ciation between the CS and R originally triggered by the US: it is a variant of 
sensitization that requires a precise sequence in the order and temporal inter-
val between the presentations of the CS and the US. Experimental research 
with Aplysia has shown that, if the CS is presented about half a second before 
the US, Ca2+ channels are opened when the US signal arrives, increasing the 
signal transmitted by the synapse to the motor neuron (see Kandel 1995, 677). 
But Hawkins and Kandel (1984) also proposed two molecular mechanisms 
that reductively explain the phenomenon discovered by Rescorla (1968) and 
Kamin (1969) described above: learning does not occur when there are iso-
lated occurrences of the US in addition to contiguous presentations of the CS 
and the US.

Rescorla and Wagner (1972) suggested that this situation is equivalent 
to blocking. According to them, the reinforcement of a complex CS AX — 
composed of simple stimuli A and X — presented just before the US depends 
on the total strength that the two components A and X possessed prior to 
learning. The phenomenon of blocking consists of the fact that “prior condi-
tioning of A reduces the degree to which reinforcement of an AX compound 
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increments the associative strength of X” (Rescorla and Wagner 1972, 77). In 
cognitive terms, their theory explains this by the fact (which emerges from 
their equations) that the variation of the associative strength of the CS X, 
DVX, is proportional to l – VAX = l – (VA + VX) (i.e., the difference between 
the maximum strength l, which depends on the US used, and the total asso-
ciative strength VAX of all the stimuli present). Therefore, if VA is already close 
to l because of its previous conditioning, then the presence of AX before the 
US will not significantly increase either A’s or X’s associative strength. In this 
case, DVX is close to 0, because VA is close to l, whereas VX is close to 0 because 
X has not been involved in previous conditioning.

Hawkins and Kandel offer a molecular reduction of this blocking phe-
nomenon. During conditioning of A (called CS1 in Hawkins and Kandel 1984), 
the facilitative interneurons trigger the response more and more exclusively 
following the presence of A, at the expense of its triggering by the presence 
— immediately afterward — of the US. This is explained by accommodation 
and recurrent inhibition (Hawkins and Kandel 1984, 385). In the end, the US 
no longer elicits R, the response being monopolized by A. When the com-
plex stimulus AX (CS1 CS2 in Hawkins and Kandel 1984, 386) appears at the 
second step of the type of learning that manifests blocking, the presence of 
stimulus X (CS2) is not followed by the activation of facilitator neurons, which 
would be necessary for the conditioning of X.

Hawkins and Kandel propose to follow Rescorla and Wagner’s hypoth-
esis that the situation outlined above, in which isolated presentations of the 
US alternate with presentations of the CS in contiguity with the US, consti-
tutes a variant of the blocking situation. In the molecular reducing theory, 
the absence of learning in this situation is explained by the hypothesis that an 
intermittently presented US produces “conditioning to background stimuli,” 
which “cause continuous excitation of facilitator neurons, rendering them in-
sensitive to the US” (Hawkins and Kandel 1984, 388, 387).

The explanation of the phenomena of blocking and the absence of 
learning, when there is no reliable correlation between the CS and the US, 
can therefore be completed by highlighting the underlying neurophysio-
logical processes. This does not mean that cognitive explanations become 
superfluous. The complex properties of learning by conditioning shown by 
Rescorla and others can be understood only in cognitive terms, not in pure-
ly neurophysiological terms. The identification of the underlying biochem-
ical mechanisms leads one to justify, and sometimes modify, their cognitive 
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explanation. As with any reduction, its fruitfulness is measured by its cap-
acity to induce modifications in the reduced theory as well as in the reducing 
theory. The discovery of a new phenomenon at the psychological level might 
require the modification of neuronal and molecular theory, but in the same 
way aspects of conditioning first discovered at the molecular level might re-
quire the modification of psychological theory.

According to some, the discovery of the mechanisms underlying learn-
ing by conditioning is part of an evolution that leads, in the long run, to the 
replacement of psychological theories of learning, and of the psychological 
concepts involved, by purely neurophysiological theories and concepts.53 
However, the discovery of a reductive explanation of a psychological phe-
nomenon does not lead to its “elimination” as a psychological phenomenon. 
On the contrary, the discovery of the processes underlying the phenomena of 
learning strengthens our reasons for believing that these phenomena exist. 
This is particularly clear when the discovery of the underlying neurophysio-
logical mechanism makes it possible to explain a phenomenon in the precise 
form attributed to it by the psychological theory subject to reduction. This is 
illustrated by the mechanism underlying classical conditioning, which ex-
plains why the simple contiguity of the CS and the US is neither necessary 
nor sufficient for conditioning. The elimination of psychological concepts is 
not justified either when the discovery of the underlying neurophysiological 
mechanism leads to a correction of the psychological theory: it continues to 
use the psychological concepts of the CS and the US.

If the reduction of a psychological theory does not lead to the elimination 
of the psychological phenomenon, then we might be tempted to conclude that 
it leads to its identification with the underlying neurophysiological mech-
anism (see Causey 1977; Churchland and Churchland 1994). The reduction 
shows that the cognitive capacity — that of learning to react (with R) to the 
CS as if it were the US — is identical to a microscopic property, in this case 
the property of being in a state of sensitization of the pre-synaptic termin-
ation of the sensory neuron (originating from the CS), which has synapses 
with the motor neuron leading to R or with interneurons leading to R. In a 
similar way, it might be said that the exercise of the capacity is identical to the 
unfolding of the underlying mechanism.

53 This is the thesis of Bickle (2003). Gold and Stoljar (1999) call it the “radical doctrine of 
the neuron” (after Barlow 1972).
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It is one of the central theses of this book that such an identification is 
justified neither with regard to the relationship between the temperature of a 
gas and the kinetic energy of the molecules of which it is composed, nor with 
regard to the relationship between water and the H2O molecules of which it 
is composed, nor finally with regard to the relationship between the condi-
tioning process and the underlying microscopic processes. At first sight, it 
might seem that the reduction of the (macroscopic) property of being water 
shows that it is identical to the (microscopic) property of being H2O, in the 
same way that it might seem that the reduction of the (macroscopic) prop-
erty of having the temperature T shows that it is identical to the property of 
being composed of molecules having an average kinetic energy Ekin. In the 
first case, this appearance is the result of an ambiguity in the expression “is 
H2O.” The property of being a molecule of H2O is microscopic and can only 
belong to molecules. Yet the property of being made up of H2O molecules is 
macroscopic. The reduction of the property of being water shows that this 
property is identical to the second, which is macroscopic, but not to the first, 
which is microscopic. Similarly, the reduction of the macroscopic property 
of having temperature T does not lead to the identification of this property 
with the microscopic property (of the individual molecules) of having the 
average kinetic energy Ekin or with the property of being a set of molecules 
whose average molecular energy is Ekin: many sets of molecules have an aver-
age kinetic energy without having a temperature because they do not interact 
with each other (see Kistler 1999c). The reduction of the macroscopic prop-
erty of having temperature T leads to its identification with the macroscopic 
property of having microscopic components whose interaction allows them 
to exchange energy and whose average kinetic energy is Ekin. The details of the 
reduction show how temperature is determined by the microscopic proper-
ties of the components of the object that has the temperature and by the inter-
actions among these components. In the same way, the reduction of cognitive 
properties and processes — such as the disposition to learn by conditioning, 
learning by conditioning itself, and the state of being conditioned in a given 
way — does not lead to their identification with microscopic properties and 
processes. Such a neurocognitive reduction shows that the cognitive property 
of an organism is identical to the property of having parts articulated in a 
given way so that the neurophysiological properties of the parts and their 
articulation determine — in a nomological way — the cognitive property of 
the organism. For example, the reduction of an organism’s cognitive state of 
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having learned an association between the CS and the US shows that this is 
the property of having neurophysiological parts articulated in a certain way. 
The reductive explanation shows that the neural properties of certain parts of 
the organism determine the overall property of the organism.

The anti-reductionist conclusion of Gold and Stoljar that “the claim that 
Kandel’s model is a reduction of classical conditioning . . . cannot be sus-
tained” (1999, 825) is based on a conception of reduction as identification. 
Yet, when we construe reduction as the demonstration of a non-causal rela-
tionship of determination54 of the global properties of a complex system by 
the properties of its parts and their interactions, it can be argued both that 
Kandel’s model succeeds in reducing55 certain forms of classical conditioning 
and that “the concept of synaptic change cannot capture the concept of infor-
mation or surprise” (Gold and Stoljar 1999, 825). The concepts of information 
and surprise belong to the cognitive level and apply to the organism, whereas 
the concept of synaptic change belongs to the neurophysiological level and 
applies to parts of the organism that play a key role in the reductive explan-
ation of conditioning. The reductive explanation shows in detail how each 
episode of learning unfolds. Concepts such as information and surprise used 
in Rescorla’s (1988) theory of conditioning can explain, from an evolutionary 
perspective, why the conditioning process obeys the laws that I have outlined 
above. To use Dretske’s (1988) distinction, reduction allows us to understand 
the mechanism of conditioning in terms of its “triggering cause,” whereas we 
need to use the notion of information to give a teleological and functional 
explanation of this mechanism in terms of its “structuring cause.” Natural 
selection helps to explain the appearance of this learning mechanism during 
evolution: animals capable of conditioning can adapt to their environments 
because conditioning enables them to act in ways appropriate to the presence 
of the US even before it is perceived, insofar as the CS objectively contains the 
information that the US will occur.

Nagel imposes “non-formal” conditions for the success of a reduction.56 
In the ideal case, a reduction induces new hypotheses and research direc-

54 The determination of the properties of a complex system by the properties of its parts and 
their relationships cannot be causal because it does not extend in time: it is a form of simultaneous 
determination, whereas causes must precede their effects. I will return to this point in Chapter 4.

55 More precisely, it is a reductive hypothesis that leaves open the question of its truth.
56 “For a reduction to mark a significant intellectual advance, it is not enough that previously 

established laws of the secondary science be represented within the theory of the primary discipline. 
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tions, both in the reduced macrotheory and in the reducing microtheory. 
Many “conservative” reductions — which do not lead to the elimination 
of the reduced theory — have had the effect of inspiring improvements in 
both the reduced theory and the reducing theory. However, this situation is 
conceivable only if each of the two theories is situated within and explains a 
proper domain of phenomena. The CHB reduction model seems to exclude 
this possibility: insofar as it is possible to construct an adequate description 
of macrophenomena within the microtheory, the macrotheory loses the au-
tonomy necessary to inspire new hypotheses or corrections to the hypotheses 
of the microtheory. Depending on the quality of the analogy between TR* 
and TR, the old macrotheory is eliminated (if the analogy is bad) or preserved 
approximately (if it is good). But in the latter case what is retained, strictly 
speaking, is TR*, which has no autonomy in relation to TB. Insofar as TR differs 
from TR*, it is false, but false theories cannot inspire corrections to correct 
theories.

My analysis of the reduction of thermodynamics shows that there are rea-
sons to abandon the requirement that TR* be derivable from TB without link-
ing assumptions. According to the synthetic model of reduction introduced 
above, the deduction of TR* from TB is not a logical derivation but involves 
non-analytical laws. If we assume that the macroproperties are determined 
by the microproperties and their interactions by virtue of laws of nature, and 
not only by virtue of logical and mathematical rules of calculation, then it 
seems to be legitimate and necessary to pursue the development of theories at 
both levels in parallel in order to improve the reduced theory, the reductive 
theory, and our knowledge of the laws of composition used in reduction. To 
describe this situation, Robert McCauley introduced the notion of “co-evo-
lution” of theories that deal with the same phenomena but at different levels. 
He distinguished three variants. Only one of them, “co-evolutionP,” gives rise 
to what he called “explanatory pluralism” (1996, 27), in which theories at dif-
ferent levels influence each other. This typically leads to the emergence of a 
new “interfield theory”57 that forges a synthesis of the reduced theory, the 
reducing theory, and the links of determination between them.

The theory must also be fertile in usable suggestions for developing the secondary science, and 
must yield theorems referring to the latter’s subject matter which augment or correct its currently 
accepted body of laws” (Nagel 1961, 360). Also see McCauley (1981); Enc (1983).

57 This concept was introduced by Maull (1977) and Darden and Maull (1977).
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In contrast, the CHB model only allows for the possibility of co-evolu-
tionM, in which the reduced theory is justified by its derivation from TB, but 
preserves no conceptual independence from TB, and co-evolutionS, in which 
the “reduced” theory is eliminated. We have seen that, in the cases that we have 
examined, the conditions for reduction of the co-evolution modelM are too 
strong. Co-evolutionS, which according to Paul and Patricia Churchland is 
the most appropriate model for reducing psychology to neuroscience, appears 
from this perspective to be the result of a “category mistake” (McCauley 1996, 
34). It seems to be plausible for one theory to eliminate another only when 
these “theories compete for the same logical space” (Endicott 1998, 59)58 — 
that is, seek to account for the same phenomena. Now a microtheory that 
reduces a macrotheory does not meet this condition, or it could meet it only 
if the reduction conformed to the CHB model. If the first stage of the reduc-
tion consisted of a derivation of TR* without recourse to linking hypotheses, 
then the microtheory would cover, through its implication of TR*, the same 
domain of phenomena as TR. However, insofar as the resources of TB alone are 
not sufficient to cover the macrophenomena in the domain of TR and TR*, TB 
and TR (as well as TB and TR*) are not in competition. This removes the plaus-
ibility of the idea that TB can eliminate TR, even when there is a reduction.

The correction of theories in the course of their unification or reductive 
integration can be reciprocal (Schaffner 1993, 427–29). It is not always only 
the reduced theory that is corrected, as suggested by the CHB model: in the 
case of reductions that have been achieved, the higher-level reduced theory 
suggests as many avenues of research in the microtheory as the latter suggests 
in the former.

As we saw above, Rescorla (1968) established at the psychological level 
that learning by classical conditioning is impossible when, between percep-
tions in which the CS appears to be associated with the US, the US appears 
alone, unaccompanied by the CS. This phenomenon, first discovered at the 
cognitive level, prompted Hawkins and Kandel (1984) to look for a cellular 
mechanism that could provide a reductive explanation. The fact that the 
reduced theory still contains elements that can suggest research at the level 
of the reducing theory, even after the reduction has been completed, under-
mines the CHB model. According to that model, the reduced theory does 

58 This analysis is inspired by Wimsatt’s (1976a, 222) comparison between reduction 
between levels and reduction within a level.
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not retain sufficient conceptual autonomy to be able to inspire research at 
the level of the reducing theory. If the psychology of learning lost all concep-
tual independence as a result of its reduction, then how could it be a fruitful 
source of research in neuroscience? Endicott takes this reasoning a step fur-
ther: insofar as the reducing theory is influenced by constraints “from above” 
(i.e., from the reduced theory), “the basic reducing theory becomes permeat-
ed with high-level concepts and concerns” (1998, 65; see also Gold and Stoljar 
1999; van Eck, Looren de Jong, and Schouten 2006).

Functional concepts from molecular biology — such as signal sequence 
(a sequence of amino acids containing a protein, which has the function of 
directing the protein to its destination), antibody, secondary messenger, and 
receptor protein — can be “incorporated in an integrated interlevel theory” 
(Kincaid 1990, 590). However, these concepts cannot be “reduced” to molecu-
lar biology (in the sense of being replacable in principle by concepts from the 
latter59) because the explanation of the mechanisms underlying the exercise 
of these functions requires the use of other macroscopic concepts of cell biol-
ogy. It is possible in principle, for example, to specify the molecular compos-
ition of any antibody. But there are no molecular-level properties common 
to all antibodies, of which there are millions.60 The only property that they 
have in common is the functional property of establishing a bond with an 
antigen so that this bond triggers an immune reaction. Identifying the under-
lying mechanism offers no prospect of eliminating the concept of antibody, 
which alone makes it possible to express a regularity at the macroscopic level, 
invisible from the point of view of the multitude of underlying microscopic 
mechanisms.

With regard to research on the mechanisms underlying vision, Bechtel 
concludes that “there is no basis for assuming that one can provide a complete 
account of the functioning of the mechanism in terms of the parts alone. 
The behaviour of the mechanism depends not just on the parts but how they 
are organized and the context in which they are situated” (2009, 559–60). 

59 Kincaid presupposes “the root notion of reduction — that one theory can do all the work 
of or replace another” (1990, 590).

60 This observation is reminiscent of the one that I made earlier about the failed attempt to 
reduce thermodynamics to mechanics without appealing to probability but by indicating the initial 
conditions that characterize systems whose behaviour is in accordance with macroscopic laws. It 
turns out that these initial conditions can be specified only in terms of macroscopic concepts of 
thermodynamics: these initial conditions characterize systems that conform to thermodynamics.
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To understand the neurophysiological mechanism of vision in terms of the 
articulation of its component parts, we need to analyze the function of vision 
as a whole in an animal’s interaction with its environment. If we were to try 
to understand vision merely from the perspective of its neurophysiological 
mechanism, then we would tend to forget that the function of vision is to 
inform the cognitive subject about its environment.61

8. Conclusion
The reduction between two theories that study the same domain of phe-
nomena at different levels is a major conceptual tool for understanding the 
process of the unification of science. The rise of cognitive neuroscience is 
just the latest episode, albeit a particularly spectacular one, in the process 
of unifying domains of knowledge concerning different scientific theories. 
The interpretation of this unification, which merges the formerly separate 
sciences of psychology and neuroscience into a single theory, is of particu-
lar importance insofar as it concerns psychology. There is a long tradition 
of claiming the autonomy and irreducibility of psychology. The prospect of 
the reduction of psychology gives rise to particularly intense fears and hopes. 
Given the importance that we attach to our minds, we might fear that such 
a reduction would reduce us to the level of mere assemblies of cells and thus 
risk undermining our moral dignity. But we can also hold out hope that we 
will finally gain understanding and explanation of the mysteries surround-
ing our minds, such as the origin of mental illnesses, their dependence on 
certain brain dysfunctions and new ways of curing them, and the function 
and significance of sleep and dreams. One of the aims of this book is to show 
that the prospect of reducing psychology to the neurosciences appears to be 
dramatic and worrying only when viewed under particular interpretations of 
what a reduction is. Others are compatible with the intuition of the autonomy 
of psychology and with the existence of a mind or, more precisely, with the 
existence of cognitive and mental properties distinct from the neurophysio-
logical properties of our brains.

61 The fact that perception depends as much on the neurophysiological mechanism as 
on the interaction of the cognitive subject with its environment led Clark and Chalmers (1998) to 
the “extended mind” hypothesis. According to this hypothesis, cognition is extended beyond the 
cognitive subject to include the environment. See Clark and Chalmers (1998); O’Regan and Noë 
(2001); Clark (2008).
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In the tradition of logical empiricism, the reduction of one domain of 
phenomena to another is conceived of as an explanatory relationship between 
the theories that cover these domains of phenomena. The reduction from one 
theory to another consists of a deductive-nomological explanation: each of 
the axioms and principles of the reduced theory is deduced from premises 
taken from the reducing theory. In his now canonical presentation of this 
conception, Ernest Nagel introduces the distinction between homogeneous 
and heterogeneous reductions. The reduction of psychology to neuroscience 
belongs to the category of heterogeneous reductions. In such cases, the re-
duced theory contains concepts that do not appear in the reducing theory: 
neurophysiology, for example, knows nothing about motivation, percep-
tual discrimination, or iconic memory. The debate on the interpretation 
of heterogeneous reductions hinges on the status of linking statements, or 
“bridge laws,” that must be introduced if we hope to find a deductive explan-
ation of the axioms of the reduced theory, on the basis of the reducing theory. 
These linking statements are neither metalinguistic and analytical nor, in 
general, identity statements. In the following chapters, I will examine three 
other important hypotheses regarding linking statements. According to the 
hypothesis of conceptual reductionism analyzed in Chapter 2, linking state-
ments can be deduced a priori from the reducing theory alone. According 
to the hypothesis of classical emergentism analyzed in Chapter 4, linking 
statements are primitive and inexplicable “transordinal” laws. According 
to functionalist reductionism, examined in Chapters 3 and 5, linking state-
ments define the conceptual relationship between a functional role and what 
occupies that role.

I have suggested that linking statements are non-causal laws of a particu-
lar type, which I propose to call “composition laws.” These are laws that deter-
mine the global properties of a system according to the laws that govern the 
properties of its parts and their interaction. We will return to this concept in 
Chapters 3 and 4. I have motivated and illustrated it here with two examples: 
the reduction of temperature to mechanics and the reduction of learning and 
memory to neurophysiology.

Nagel’s model has been mostly criticized for overlooking the fact that 
historical reductions are only rarely conservative. In general, the reduction of 
a theory is accompanied by its correction. The main motivation for seeking 
a reduction is the hope of improving the existing theory. However, insofar 
as a reducing theory corrects the higher-level theory, as it was before the 
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reduction, it is impossible for the latter to be logically deducible from the 
reducing theory. We have seen that there are reductions in which the theory 
TR* that can be deduced from the reducing theory TB is not identical but only 
structurally analogous to the reduced theory TR. However, I have questioned 
the thesis of Nagel’s critics according to which it is possible to deduce TR* from 
TB without using bridge laws. In particular, I have shown that the reductionist 
explanation of TR* from TB is not an intratheoretical reduction, as predicted 
by the model put forward by Churchland, Hooker, and Bickle. When we 
examine historical cases of reduction, it turns out that the reduced theory TR* 
is not derived from the assumptions of TB alone. In the case of the reduction 
of thermodynamics to classical physics, we have seen that the use of bridge 
hypotheses is indispensable. Similarly, the reduction of memory fixation and 
learning by conditioning is intelligible only within the conceptual framework 
of the reduced theory TR (or TR*). The reduced theory is the starting point for 
the reduction and guides the search for a reducing theory. To take account of 
the a posteriori nature of the discovery of the laws of composition between 
the levels of TB and TR*, I have suggested a two-part model of reduction. The 
first or “interlevel” part of this synthetic model of reduction corresponds to 
the composition laws, discovered on the basis of prior knowledge of TR and 
TB. The second or “intralevel” part corresponds to the demonstration that 
there is a structural analogy between the theory TR* deduced from TB, thanks 
to the laws of composition, and the reduced theory TR.

The thesis that the theory TR* (deduced from TB and the composition 
laws) might be only structurally analogous to the reduced theory TR, without 
being strictly identical to it, allows us to explain the possibility of reducing 
multi-realizable properties. In their case, the TR theory undergoes a separate 
reduction in each type of system to which TR applies. The theories TR*1, TR*2, 
and so on, deduced from different reducing theories TB1, TB2, and so on, and 
specific to different types of systems, are all analogous to each other and to 
the reduced theory TR, without being identical either to each other or to TR. 
This is all the more important in the case of psychology: for example, the 
physiological diversity of the different animal species to which the theory of 
learning applies provides the main reason for holding the latter to be irredu-
cible to neurophysiology. Given that the structural similarity of the reducing 
theories — specific to each species — to the reduced theory is sufficient for a 
reduction, the diversity of neurophysiological substrates is no longer a reason 
for holding psychology to be irreducible.
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The fact that general psychology remains different from — albeit struc-
turally analogous to — species-specific theories also helps to explain why it 
retains a certain autonomy, even once it has been reduced. This autonomy is 
essential to explain the fact that discoveries made at the level of the reduced 
theory often inspire modifications in reducing theories. The observations 
made at each level with the help of concepts specific to that level are indis-
pensable constraints on the development of interlevel theories. Cognitive 
neuroscience is such a theory, where items of knowledge obtained separately 
at the psychological and neurophysiological levels influence and illuminate 
each other mutually.
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2

Can Reductive Explanations Be 
Constructed A Priori?

1. Introduction
The debate on the nature of the mind and its relation to the body in con-
temporary analytical philosophy starts from a thesis, the truth of physical-
ism, and an observation, the existence and relative autonomy of psychology. 
Physicalism is the ontological doctrine according to which (1) everything that 
exists either belongs to one of the categories studied by physics or is com-
posed entirely of parts that belong to one of these physical categories, and (2) 
all of the objective properties of the entities recognized in (1) are either prop-
erties studied by physics or reducible to them. Moreover, the very existence of 
scientific psychology seems to show that there are domains of psychological 
phenomena within which it is possible to discover regularities independently 
of the underlying physiological or physical phenomena. This apparent au-
tonomy of psychology seems to suggest that it is irreducible to neuroscience 
and, even more so, to physics. In Chapter 1, I considered an initial influential 
argument for the irreducibility of psychology developed within the function-
alist conception of mental states: Putnam (1967) and Fodor (1974) argued 
that psychological properties are multi-realizable, whereas reduction requires 
bridge principles whose existence is incompatible with multiple realizability.

Davidson (1970) advanced a second argument for the irreducibility of 
psychology to physics: namely, the conceptual framework of intentional 
psychology is radically heterogeneous with respect to the conceptual frame-
work of physics and physical sciences, insofar as the attribution of psycho-
logical predicates to persons and the attribution of physical predicates to the 
same persons obey incommensurable criteria of correctness. The application 
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of a physical predicate is governed by an experimental procedure and in the 
simplest cases by a measurement. The attribution of a psychological predicate 
must obey a constraint of an entirely different kind: it must make the person 
to whom the predicate is attributed appear to be rational. Similarly, the criter-
ia for evaluating explanations belonging to these two conceptual frameworks, 
mental and physical, are radically different. The attribution of mental states, 
and the explanation of actions in psychological terms, are subject to norms of 
rationality: for an action to be rational, the means chosen must be adequate 
given the agent’s order of preferences and set of beliefs.1 In contrast, the stan-
dards of correctness for the attribution of physical properties, as well as for 
physical explanations, are essentially agreement with observation and logical 
validity, within the deductive-nomological model of explanation.

For these two reasons, it has often been taken for granted that there can 
be no psychophysical laws, and that psychology is irreducible to physics in 
principle.2 Yet this conviction seems to be in contradiction to the doctrine of 
physicalism, according to which all real properties, in contrast, are reducible 
in principle to physics. The philosophy of psychology is thus faced with the 
challenge of finding a way to reconcile the acceptance of physicalism with the 
autonomy of psychology.

The thesis of the supervenience of psychological properties on physical 
properties seemed to be able to reconcile physicalism with the irreducibility 
of the mind. Among the many concepts of supervenience that have been ex-
plored, strong supervenience has emerged as the most promising to charac-
terize the relationship between psychological and physical properties. For any 
set of properties ℳ and any set of properties ℜ, ℳ strongly supervenes on ℜ 
if and only if, necessarily, for any property M ∈ ℳ, for any x, if x is M, then 
there exists a property P ∈ ℜ, such that x is P and, necessarily, for any y, if y 

1 A traditional way of analyzing the rationality of an action is in terms of a practical 
syllogism. It is rational for agent X to do A if and only if X’s doing A is the conclusion of a syllogism 
whose most important premises are (1) X wants B, where B is a desire of X’s that X gives priority 
to under the circumstances, and (2) X believes that performing A under the circumstances is an 
adequate way to obtain B. The fact that an action is rational in this sense does not prevent the 
representations of the reasons for performing it from also being the causes of the bodily movement 
constituting the action. See Davidson (1963); Kistler (2006c). This thesis is opposed to a traditional 
doctrine according to which the explanation of an action in terms of its reasons belongs to a 
conceptual framework incompatible with that of causes.

2 Block speaks of the “anti-reductionist consensus” (1997, 107).
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is P, then y is M.3 One consequence of strong supervenience is that, if the psy-
chological properties of a person supervene on the physical properties of her 
body (and her environment4), then it is impossible for there to be two persons 
whose bodies (and environments) share all of their physical properties but 
differ in one of their psychological properties. The concept of supervenience 
has emerged as a promising tool for reconciling the autonomy of psychology 
with physicalism, insofar as the relation of supervenience, even strong su-
pervenience, is very weak. In particular, the systematic correlation between 
the underlying properties ℜ and the supervening properties ℳ is compatible 
with the absence of psychophysical laws.

However, those who hoped that the use of the concept of supervenience 
would be sufficient to reconcile physicalism with the irreducibility of the mind 
have been disappointed.5 As Horgan (1993) and Kim (1993a) have shown, the 
strong supervenience of the set of mental properties (and the corresponding 
states of affairs) on the set of physical properties (and the corresponding states 
of affairs) imposes no constraint on the origin of their correlation; strong 
supervenience does not guarantee the truth of physicalism. This is clear from 
the definition of physicalism given above: the reducibility of all properties 
to those of physics is part of it. However, supervenience is compatible with 
dualistic and thus anti-physicalist metaphysical theories, notably with par-
allelism or occasionalism: if God’s intervention guarantees a perfect correla-
tion between physical and mental properties, then the latter supervene on the 
former. This shows that the postulate of supervenience alone does not require 
the physical to determine the mental, nor does it require the mental to depend 
on the physical: in some dualist doctrines compatible with supervenience, all 
properties are determined by God’s will and are dependent only on it.

As long as the nature of ℳ properties is not specified, the necessary 
correlation of ℳ properties with ℜ properties is compatible with the radical 
heterogeneity of ℳ properties with respect to ℜ properties, as in classical 
dualism, reinterpreted in terms of properties. In other words, the existence 
of a universal correlation between mental and physical properties — even a 

3 In symbols: ⎕ (∀M ∈ ℳ) (∀x)[Mx → ($ P ∈ ℜ)(Px ∧ ⎕ (∀y) (Py → My))].
4 If the environment is not mentioned, then the thesis becomes that of local supervenience. 

We will come back to the distinction between local and global supervenience in Chapter 3.
5 I have developed this point elsewhere (Kistler 2004b) and will return to it in Chapter 4.
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necessary correlation such as those in strong supervenience — contains no 
indication of the origin or explanation of this correlation.

The conception developed in this book overcomes this difficulty by con-
ceiving of the relationship between the physical and the mental on the model 
of nomological determination, in virtue of non-causal laws of composition. 
Nomological determination thus appears as the metaphysical foundation of 
supervenience and allows for its explanation.6

Based on the inadequacy of the concept of strong supervenience to ex-
press the doctrine of physicalism, a number of authors pursue a completely 
different strategy to achieve a satisfactory conception of the relation between 
body and mind: they conceive of the connection between physical and psych-
ological truths as even closer than the necessary correlation of strong super-
venience.7 These authors develop the idea that psychological propositions 
are merely redescriptions of physical states of affairs in another vocabulary. 
The psychological conceptual framework allows us to redescribe, with differ-
ent concepts, the same set of states of affairs that appears as physical when 
described with physical concepts. The relations of “logical supervenience” 
(Chalmers), “strict implication” (Kirk), or “entailment” (Jackson) are suppos-
ed to ground the physicalist determination of psychological states of affairs 
by physical states of affairs while avoiding the seemingly mysterious necessity 
that is part of the concept of strong supervenience.

The general strategy of the proponents of “conceptual reduction,” as I 
propose to call it, is to ground the physicalist determination of the mental 
by the physical, no longer in a form of natural necessity (compatible with 
dualism) but in a necessity of conceptual origin. According to Kim (1998), 
there are no mental properties, only psychological concepts, which are 
second-order concepts; according to Chalmers and Jackson (2001), psycho-
logical concepts are such that one can determine a priori which states of af-
fairs (formulated in physical terms) they apply to, provided that one possesses 

6 See Chapters 3 and 4. Broad (1925) attributes to emergence a characteristic often taken 
— wrongly, as we have just seen — to be an essential component of the concept of supervenience: 
the dependence of supervenient properties on the properties in their base (or the determination of 
supervenient properties by their base properties). The definition of supervenience does not, in fact, 
guarantee such dependence or determination.

7 This strategy forms the common thread of otherwise different conceptions of the mind in 
nature that have been proposed by Yablo (1992, 1997); Chalmers (1996); Jackson (1998); Kim (1998); 
Chalmers and Jackson (2001); Kirk (2001); and Esfeld and Sachse (2011).
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a complete microphysical description of the actual world. Rather than putting 
the problem of understanding the relationship of the mental and the physical 
in terms of different kinds of properties, they conceive of it in terms of the 
relationship between true propositions (or “truths”) expressed in mental vo-
cabulary and true propositions expressed in physical vocabulary. According 
to this approach, the link between the physical and the psychological is not a 
natural link but a conceptual one. This implies that it is possible, in principle, 
to obtain knowledge of any non-physical state of affairs (e.g., a mental one), 
from a complete knowledge of physical states of affairs, without further em-
pirical investigation (i.e., in a purely a priori manner).

A Laplacian demon8 that knows the set P of all physical states of affairs 
could extract the set of all other — in particular mental — states of affairs, 
solely via a priori conceptual analysis regarding P. According to Chalmers, 
this is possible even if P contains only microphysical states of affairs: “Laplace’s 
demon, say, who knows the location of every particle in the universe — would 
be able to straightforwardly ‘read off’ all the biological facts, once given all the 
microphysical facts” (1996, 35). According to these authors, the fundamental 
thesis of physicalism is that the set of all physical states of affairs determines 
the set of all states of affairs, including, in particular, the set of mental states 
of affairs. Jackson expresses the thesis by saying that “the psychological ac-
count of our world is entailed by the physical account of our world” (1998, 
24).9 To use Kim’s metaphor, having created the set of physical states of af-
fairs, God had no further work to do in creating all mental states of affairs.10 

8 A hypothetical being with unlimited reasoning and memory capabilities that allow it to 
know an exhaustive description of the world at the microphysical level, and to calculate from this 
description, as well as from the laws of nature, both the future and the past is called a “Laplacian 
demon”:

An intelligence which, at a given moment, would know all the forces of which nature is animated 
and the respective situations of the beings which compose it . . . would embrace in the same formula 
the movements of the largest bodies in the universe and those of the lightest atom; nothing would 
be uncertain for it, and the future, like the past, would be present to its eyes. (Laplace 1825, 32–33)

Here I am concerned not so much with the power to calculate the future and the past as with the 
power to derive a description of a state of affairs in macroscopic terms from its description in 
microscopic terms, at the same instant.

9 Chalmers also speaks of the “logical supervenience” (1996, 33) of the set of all states of 
affairs on the set of physical states of affairs, whereas Kirk (1996, 2001) says that the latter “strictly 
implies” the former.

10 This metaphor is often used, for example by Chalmers (1996, 35).
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Here is how Jackson defines this “minimal physicalism”: (J) “Any world which 
is a minimal physical duplicate of our world is a duplicate simpliciter of our 
world” (1998, 12). By a “minimal physical duplicate of our world,” Jackson 
means a world that is perfectly similar to our own in all physical respects. 
The qualifier “minimal” means that such a world contains nothing more than 
what is necessary given its physical constitution.11

The purpose of this chapter is to question the possibility of deducing 
non-physical truths a priori from a description of the world in microphysical 
terms. The thesis of a priori deducibility from the complete microphysical 
description P is meant to hold for all non-microphysical truths. It can there-
fore be challenged, without entering into controversies about the specificity of 
truths about the mind, by focusing on common-sense truths, such as “Water 
covers most of the Earth” (Jackson 1998, 73).

We will see that the truth of physicalism is not sufficient to guarantee the 
possibility of deducing macroscopic common-sense truths a priori from P, 
because knowledge of P is not sufficient for the construction of their reductive 
explanation; indeed, such a construction has an a posteriori part that goes 
beyond knowledge of P.

2. A Priori Reduction in the Framework of Two-
Dimensional Semantics
Consider this macroscopic fact expressed with common-sense concepts:

(*) Water covers most of the Earth. 

According to Chalmers and Jackson, facts of this kind can be inferred a 
priori from two premises:

(1) a complete description of the state of the world in 
microphysical terms, and

11 Jackson points out that (J) expresses contingent global supervenience: the truth of the 
physicalist thesis is contingent insofar as it bears only on the actual world, not on all possible worlds. 
It is compatible with physicalism that other worlds contain non-physical substances. Kirk proposes 
another definition of minimal physicalism in terms of the “strict implication” of all states of affairs 
by the set of physical states of affairs. See Kirk (1996, 246; 2001, 544–45).
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(2) an analysis of the concepts used to express the fact in 
question.

Such an inference produces what Chalmers and Jackson call a reductive 
explanation. According to them, “there is an a priori entailment from micro-
physical truths to ordinary macrophysical truths” (2001, 316). This means 
that it is possible to know a priori that the material conditional P ⊃ M is true, 
where P denotes “the conjunction of microphysical truths about the world” 
and M a common-sense truth about macroscopic objects and properties, such 
as water, for example (*), or life: “There are many living things” (317). Their 
thesis is that a priori conceptual analysis is all that is required to know that 
P ⊃ M. In Jackson’s terms, “physicalism is committed to the in principle a 
priori deducibility of the psychological from the physical” (1998, 83). In other 
words, these authors argue that conceptual analysis makes “armchair meta-
physics” possible: according to Jackson (1994), conceptual analysis — which 
can be carried out “in one’s armchair” (i.e., without recourse to experience) — 
is indispensable and fundamental to metaphysics. To use Horgan’s (1984) ex-
pression, “cosmic hermeneutics” allows all truths to be derived a priori from 
a (hypothetical) complete description of the world in microphysical terms.

Chalmers and Jackson seek to establish their thesis within the conceptual 
framework of two-dimensional semantics (Chalmers 1996, 2004; Jackson 
1998). We must be content here with a brief presentation of the fundamental 
concepts that they use in their argument. Primary intension plays a key role. 
Generally speaking, the extension of a predicate is the set of objects to which 
it applies; its intension is a function that determines the extension of the 
predicate in each possible world. Two-dimensional semantics was originally 
developed in the context of the semantic analysis of statements containing 
indexical expressions, such as the words I and here (Stalnaker 1978; Lewis 
1980). In the case of such terms, the intension is a function determined by 
two factors: the context of utterance and the context of evaluation. When 
I utter the word I on a given occasion, the context of utterance determines, 
together with the lexical meaning of the word (often called, following Kaplan 
[1989], the “character” of the word), the reference of the word: namely, in the 
case of I, the speaker. It is therefore the speaker who figures in the content 
of the proposition expressed. Now let us consider the context of utterance as 
given. The proposition expressed is therefore well determined. We can then 
ask ourselves about the modal status of this proposition: is it contingent or 
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necessary? The answer depends on the truth value of the proposition in the 
set of possible worlds. We therefore need to know the extension (or reference) 
of the terms contained in the proposition in other possible worlds. “I” is a 
rigid term (Kripke 1972): that is, given a context of utterance, the reference 
of the term is the same in all possible worlds where the proposition can be 
evaluated. Other expressions, especially definite descriptions such as “the 
fastest man over 100m in 2022,” are not rigid and denote different individ-
uals in different possible worlds. For an indexical term, the two factors that 
determine its extension in other possible worlds — the context of utterance 
and the possible world in which the proposition is evaluated — are therefore 
independent; this is why we can speak of two “dimensions” of intension.

Here is the definition of the primary intension of a term: it is the func-
tion that associates an extension to each context considered as both context 
of utterance and context of evaluation. This notion is relevant because the 
speaker is often unaware, at least in part, of the context of utterance. The 
speaker might be unaware of certain aspects of the context of utterance that 
determine the content of the indexical terms and thus of the proposition ex-
pressed: she might not know where she is when she says here or what time it 
is when she says now. However, insofar as she knows the lexical meaning (the 
character) of the term that she uses, this does not prevent her from know-
ing the primary intension of the term (and of the proposition expressed) a 
priori. We can express the primary intension of the word now by a series of 
conditionals: if the word is uttered on Monday at noon (context of utterance), 
then it denotes, at the same world (context of evaluation), Monday at noon; if 
the word is uttered on Tuesday at 10 a.m., then it denotes, at the same world, 
Tuesday at 10 a.m. In each conditional, the antecedent is a world that could, 
for all the speaker knows, be the one that the speaker is in, its consequent 
being the reference of the word in that world.

It is crucial for Jackson and Chalmers’ argument to assume that the 
two-dimensional analysis of intension can be applied to other than index-
ical terms. Kripke (1972) and Putnam (1975a) have suggested that natural 
kind terms, such as “water,” also have an indexical aspect. This suggestion 
was later developed by Stalnaker (1993) and Haas-Spohn (1995, 1997) as well 
as by Chalmers and Jackson. According to this hypothesis, terms referring 
to natural kinds such as “water” that are not overtly indexical nevertheless 
possess a “hidden indexicality.” Insofar as we are partly unaware of the nature 
of water, the actual world in which we find ourselves acts as the context of 
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utterance: the actual world determines, together with the lexical meaning of 
the term “water,” the reference of each utterance of the term. Let us say that 
there are three epistemic possibilities of what the content of the term “water” 
might be: either our world is such that within it water is H2O, or more precise-
ly that within it water consists of macroscopic samples composed overwhelm-
ingly of H2O molecules,12 or that in it water is XYZ or ABC. Like indexical 
expressions, I can be unaware of which of these worlds I am in yet know the 
primary intension of the word a priori: if the actual world is such that water 
is H2O (context of utterance), then the extension of the term “water” in that 
world (context of evaluation) is H2O. Conversely, if the actual world is such 
that water is XYZ, then the extension of the term “water” in this world (con-
text of evaluation) is XYZ.

The secondary intension is the function that assigns an extension to a 
term in every possible world (where these worlds are all taken to be counter-
factual, except the actual world), where the content of the term is assumed 
to be determined either by the linguistic meaning alone or by the meaning 
together with the context of utterance. Kripke (1972) argued that natural kind 
terms, like proper names, are rigid. This means that their secondary intension 
is constant: if the reference of the term “water” in the actual world is H2O, 
then it has the same reference in all possible worlds. In other words, even 
when we consider counterfactual worlds in which certain states of affairs 
concerning water differ from the actual world, we are still talking about the 
substance that fills the oceans in the actual world.

Jackson and Chalmers’ argument proceeds as follows. We have seen that 
the primary intension of common-sense concepts, such as water, is accessible 
to us a priori, through conceptual analysis. The primary intension of such 
a term corresponds to its “character”: it is the linguistic meaning, known a 
priori to all competent speakers. In the case of “water,” this meaning can be 
abbreviated as “the watery stuff we are actually acquainted with” (Jackson 
1998, 75). This linguistic meaning determines, together with the context of 
utterance, in particular the actual world, the content of an utterance of the 
term. The primary intension of a term consists of a set of application criteria, 
meaning that it can be expressed by a set of conditionals: each has as its ante-
cedent the description of a world taken to be actual and as its consequent the 

12 This precision will be implied henceforth.
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extension of the term in that world. Let PH2O, PXYZ, and PABC be complete 
descriptions of all the microphysical states of affairs of three (epistemically) 
possible worlds that differ only in the composition of the aqueous substance. 
To know the primary intension of “water” is to know the following condi-
tionals: if PH2O, then water is H2O; if PXYZ, then water is XYZ; and if PABC, 
then water is ABC. The a priori knowledge of the primary intension is essen-
tially conditional in that it is a function, which associates to each context (or 
world) of utterance an extension in the world of evaluation identical to the 
world of utterance. To know the value of the function (the extension in the 
world of evaluation), I must know (a posteriori) its argument (the context 
of utterance). In other words, I must know what the world of utterance is. 
According to Chalmers and Jackson,

if a subject possesses the concept “water,” then sufficient infor-
mation about the distribution, behaviour, and appearance of 
clusters of H2O molecules enables the subject to know that wa-
ter is H2O, to know where water is and is not, and so on. This 
conditional knowledge requires only possession of the concept 
and rational reflection, and so requires no further a posteriori 
knowledge. . . . Possession of a concept such as . . . “water” be-
stows a conditional ability to identify the concept’s extension 
under a hypothetical epistemic possibility. . . . Because all the 
relevant empirical information is present in the antecedent of 
the conditional, empirical information plays no essential role 
in justifying belief in the conditional. So . . . [this conditional] 
is a priori. (2001, 323–25)

The primary intension of a concept does not give us its extension, in a 
given world, but it does tell us how the context (i.e., the nature of a given 
world) determines this extension. The extension of the term “water” depends 
on the world of utterance, but knowledge of a physical description of the world 
of utterance (PH2O or PXYZ etc.) puts the possessor of the concept “water” 
in a position to determine a priori the extension of the concept in that world.

As Chalmers and Jackson put it, “if a subject possesses a concept and 
has unimpaired rational processes, then sufficient empirical information 
about the actual world puts a subject in a position to identify the concept’s 
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extension. . .  [A] ‘water’-free description of the world can enable one to iden-
tify the referent of ‘water’” (2001, 323).

Chalmers and Jackson seek to show that P (the full description of the real 
world in microphysical terms) allows us to infer a priori that

(*) Water covers most of the Earth.

The structure of this a priori deduction is as follows. P is supposed to contain 
the information that

(1) H2O covers most of the Earth.

Then the conceptual analysis of the word water yields (this is an analytical 
and a priori truth) that

(2) water is the watery stuff that we are acquainted with.

Finally, the context of the utterance of (*) — that is, the world in which (*) is 
uttered — provides us with the information that 

(3) H2O is the watery stuff that we are acquainted with.13

(1), (2), and (3) together allow us to derive (*).

The possibility of such an a priori derivation of all macroscopic, com-
mon-sense, and scientific truths from a complete description of all micro-
physical states of affairs, through conceptual analysis alone, has been chal-
lenged on various grounds, notably by Block and Stalnaker (1999) and Byrne 
(1999).

First, (1) contains the macroscopic concept of the Earth. It is therefore 
necessary to justify the idea that one can derive (1) a priori from P, exclusively 
composed of truths in microphysical terms. This seems to be doubtful for 
reasons that were presented in Chapter 1 and to which we will return: the 

13 This corresponds to the context of the actual world. In another possible world, the 
context would have determined, for example, this information: “XYZ is the aqueous substance that 
we are familiar with.”
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concepts that one uses to describe microscopic objects do not contain infor-
mation about the macroscopic properties of the objects composed by these 
microscopic objects.14 For this reason, the deduction of macroscopic proper-
ties from information about microscopic properties alone cannot be a priori.

Second, it is questionable whether the set of all microphysical truths, ex-
pressed in the language of “ideally completed physics,” is well determined.15 
The concept of a completed or ideal physics is often used, for example, to 
define the concept of the law of nature.16 However, the existence of scien-
tific revolutions prevents us from conceiving of “completed physics” as a 
conservative extension of current physics. There is no reason to think that 
the concept of completed physics determines a single system of concepts and 
propositions, rather than a multitude of theoretical systems, all empirically 
adequate but incompatible with each other. Now, without a well-determined 
antecedent P, the implication P ⊃ M has no well-determined meaning either, 
and the question of its a priori character cannot even be asked.

Third, in the remainder of this chapter, I will point out another major 
weakness of Chalmers and Jackson’s argument. The epistemic status of (3) is 
problematic: Block and Stalnaker have pointed out that “the claim that H2O 
is the (or even a) satisfier of the primary intension of ‘water’ is not a micro-
physical claim” (1999, 45). Proposition (3) is not part of P, so it cannot be used 
in the premises of a priori deduction in the same way as (1). Nor is it an a 
priori truth, so it cannot be used in the same way as (2). Block and Stalnaker 
offer no analysis of the nature and epistemic status of (3). It is important to fill 
this gap because the success of Chalmers and Jackson’s cosmic hermeneutics 
project depends crucially on the status of (3). If it is true, as I will try to show, 
that (3) cannot play the role that Chalmers and Jackson ascribe to it, then 
we have no reason to think that macroscopic truths can systematically be 
deduced a priori from P. Specifically, I question the thesis that P conceptually 
entails (3) or, in Jackson’s terms, that “a rich enough story about the H2O way 
things are does conceptually entail the water way things are” (1998, 149).

14 See section 4 of this chapter.
15 This objection has been raised by Byrne (1999). See Chalmers and Jackson (2001, 334).
16 This is particularly the case with the so-called best system view advocated by David 

Lewis (1973, 73). See Kistler (1999b, Chapter 6; 2006d, Chapter 6).
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3. Two Concepts of Reduction and Realization: Micro-
Macro and Role-Occupant
In order to produce reductive explanations of macroscopic phenomena (with 
the exception of qualitative aspects of subjective experience, which Chalmers 
takes to be irreducible), Chalmers argues that it is sufficient to have (1) de-
tailed knowledge of microphysical states of affairs and to have accomplished 
(2) the “functional analysis” (1996, 43) of macroscopic concepts. The former 
is empirical in origin, but the latter can be accomplished in a purely a priori 
manner.

Once the functional analysis17 of the concept that describes a macroscop-
ic phenomenon has been completed, all that remains to be done is to discover 
“how those functions are performed. . . . Once the relevant details are in, a 
story about low-level physical causation will explain how the relevant func-
tions are performed, and will therefore explain the phenomenon in question” 
(Chalmers 1996, 44).

Chalmers uses the reductive explanation of heat as an example. Heat 
itself is a physical concept, but according to Chalmers its microreduction 
follows the same pattern as the microreduction of non-physical macroscopic 
phenomena, in particular psychological ones. According to the functional 
analysis of the macroscopic concept of heat, it “is the kind of thing that ex-
pands metals, is caused by fire, leads to a particular sort of sensation, and the 
like” (Chalmers 1996, 44–45). This analysis shows that heat — what was only 
implicit before the analysis — is “a causal-role concept,” which characterizes 
itself “in terms of what it is typically caused by and of what it typically causes, 
under appropriate conditions” (Chalmers 1996, 45).

In general, the functional analysis of a concept shows that the concept 
describes a causal role. Accordingly, to complete the reductive explanation, it 
is sufficient to discover, in a second empirical step, what fulfills the role thus 
defined: it is discovered “that heat is realized by the motion of molecules” 
because “the motion of molecules is what plays the relevant causal role in 
the actual world” (Chalmers 1996, 45). However, as we will now see, the a 
priori deduction of (*) from P and the functional analysis of the concept of 

17 It is analogous to what Kim (1998) calls the “functionalization” of macroscopic concepts. 
However, Kim specifies that it is the first step in functional reduction, whereas Chalmers says that a 
reductive explanation is “accompanied” in general (1996, 43) by such a functional analysis.
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water is fallacious because it exploits an equivocation about the meaning of 
the concept of reduction, combined with an equivocation about the concept 
of realization. Once the ambiguity is removed and the two meanings of “re-
duction” and “realization” are distinguished, we will see what the conceptual 
analysis can and cannot achieve. It will also explain why the possibility of 
“cosmic hermeneutics” appears to be plausible at first sight.

Let us consider the case of heat. According to the analysis of this con-
cept by Chalmers, heat is that which causes certain events and processes (e.g., 
raising temperature) and that which is caused by certain events and processes 
(e.g., combustion). The reductive explanation is then accomplished by finding 
out what fulfills this role (i.e., what “realizes” heat). According to Chalmers, it 
is thus possible to bridge the distance between a role concept (i.e., a second-or-
der concept) and the first-order concept of what fulfills the role, alongside the 
distance between a macroscopic property concept and an underlying micro-
scopic property concept such as molecular motion, in a single step.

However, there are in fact two steps to be taken.18 The functional descrip-
tion defines a role in terms of interactions between macroscopic objects, a 
role that can be played only by a macroscopic property. The distinction be-
tween the role and the occupant of the role is independent of the distinction 
between the microscopic and the macroscopic: there are macroscopic roles 
fulfilled by macroscopic properties and microscopic roles fulfilled by micro-
scopic properties. Two theoretical roles contribute to determining the iden-
tity of heat.19 (1) The heat dQ lost by a closed physical system is equivalent to 
the work dW that it provides,20 and (2) in a reversible process, the change dQrev 
in the amount of heat contained in a system is proportional to the change in 
its entropy (dS) and to its temperature. (In symbols, dQrev = TdS). However, 
only a macroscopic property (i.e., a property of macroscopic objects) can play 
these roles.

18 In response to Byrne (1999), Chalmers and Jackson (2001, 334n16) acknowledge that 
such a deduction must involve two steps. However, their argument for a priori deducibility does not 
take into account the step corresponding to the reduction from the macroscopic to the microscopic, 
the discovery of which, as I will show later, is always a posteriori.

19 The word heat designates the property that occupies the role, not the role itself, but it does 
so by way of a definite description of the role: heat is the property that has such and such functional 
and causal relations with such and such other properties.

20 Given that the total internal energy U is constant in an isolated system, dU = 0 and 
therefore dQ = – dW.
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This point is worth looking at a little closer. The distinction between 
“macroscopic” and “microscopic” can be taken in a narrow or broad sense. 
In the narrow sense, an object is called “microscopic” in comparison to a 
given macroscopic object if it is smaller by several orders of magnitude than 
the latter. In the broad sense, each constituent part of an object can be called 
“microscopic” relative to the object as a whole and the object itself “macro-
scopic” in relation to that part. Heat is an essentially macroscopic property in 
the sense that it cannot belong to microscopic objects (in the narrow sense): 
a single atom cannot be hot. It is part of the conditions for the possibility of 
attributing the property of being hot to an object that the object has micro-
scopic components, preventing it from being attributed to the individual 
microscopic components themselves.21

The first step in the microreduction of heat is to associate a categoric-
al property with the role of heat: a macroscopic property designated by a 
first-order predicate is discovered, which plays the role, itself designated by 
a second-order predicate, typically in functional or dispositional terms. The 
discovery of the microproperties of the parts of the hot object that give rise 
to the macroproperty that plays the role occurs in a second and independent 
step: one step can be accomplished without the other.

Let us call them, respectively, RO reduction (RO for role-occupant) and 
MM reduction (MM for micro-macro). A reduction of the first kind, an RO 
reduction, leads to the discovery that a categorical property plays a previ-
ously determined role. For example, the concept of heat is primarily a role 
concept; this role can be made explicit by conceptual analysis. The develop-
ment of thermodynamic theory led to the construction of the concept of heat 
as a form of energy equivalent to work: this concept was central to Carnot’s 
(1824) theory of the heat engine. The RO reduction identifies internal energy, 
a categorical concept, as what fulfills the role of heat. The RO reduction is a 
conceptual reduction22 that does not involve different properties; it consists 

21 “Microscopic” components in the broad sense might themselves have components. What 
is crucial here is that heat cannot be ascribed to microscopic components in the narrow sense, such 
as isolated atoms or molecules.

22 It cannot always be accomplished a priori: this is possible only if one already knows the 
functional description and a categorical description of the property. Therefore, even RO reductions 
are not a priori in the sense that the reduction can be constructed by using only the categorical 
basis alone. The functional description of a property cannot by deduced a priori from any of its 
categorical descriptions.
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of discovering that a property known by a categorical description plays a role 
characterized functionally or dispositionally.

In contrast, an MM reduction, typically the result of a later stage of scien-
tific research on a natural property, brings different properties into relation: 
properties of a macroscopic object and properties of its microscopic parts. In 
the case of heat, Boltzmann and others discovered that laws involving heat 
could be derived from molecular models. This MM reduction of heat was 
discovered later than its RO reduction, in the 1870s. When I wrote earlier 
about the reduction of the property of being water and the property of having 
temperature T to the properties of the components of the objects having these 
properties and their interactions, I was talking about MM reductions.

Take the case of water: it has the functional or dispositional property of 
being transparent to light.23 If water in its liquid state is exposed to light, then 
light passes through it, so that we can see through it. The reductive explana-
tion of this property of water goes through two steps. First, the macroscop-
ic dispositional property of transparency is RO reduced to the macroscopic 
property of having a certain absorption spectrum of electromagnetic radi-
ation.24 This property manifests itself in the form of transparency: water is 
transparent to the rays that it does not absorb.25

Second, the absorption of infrared in water is explained (in the form of 
an MM reduction) by the absorption of “parts” of light by “parts” of water. 
Individual photons are absorbed by individual molecules provided that their 
energy (and wavelength) correspond to the characteristic energy of one of 
the intramolecular vibrations accessible to the molecule given its geometry.26

23 Needham (2000) shows that certain macroscopic characteristics are part of the identity 
conditions of water.

24 Water absorbs rays whose wavelength falls in the centimetric range, then in the infrared 
(wavelength between 2 and 6 mm), then in the far ultraviolet (wavelength 1,650 Å). See Caro (1995, 
86).

25 The property of having a certain absorption spectrum can be conceived as dispositional 
or as categorical. In Chapter 3, we will see that the distinction between dispositional and categorical 
is a semantic distinction concerning the meaning of predicates rather than a distinction between 
types of properties.

26 Symmetrical vibration of the two O atomic nuclei with respect to the H nucleus, anti-
symmetrical vibration (where the directions of movement of the O nuclei are opposite), or torsion; 
absorption in the centimetre wave range is explained by the absorption by the molecules of the 
energy required for rotations; absorption in the ultraviolet range is explained by the absorption — 
by the molecular electrons — of the energy required to pass into a molecular orbit that corresponds 
to an “excited” state of the electron.
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When it is said that these microscopic mechanisms “realize” the trans-
parency of water, the word realize can have two meanings, which might con-
tribute to obscuring the difference between the two stages of reduction. It 
is possible to speak of “realization” to designate the two relations: one can 
say that part of the internal energy of a gas (dQrev) “realizes” the cause of the 
increase in entropy, as a function of temperature, according to the formula 
dQrev = TdS. In this context, the word realization refers to RO realization, a 
relation between what occupies the role and the role itself.

But there is another meaning of “realization” that expresses what might 
be called “micro-macro realization” or “MM realization”: it is the relation-
ship between the microscopic properties of the components of an object and 
a macroscopic property of that object to which the interaction between the 
components gives rise. It is in the sense of MM realization that Chalmers can 
say that the motion of molecules “realizes” heat: the motion of molecules is 
the microscopic property that MM realizes heat as a role-occupant (i.e., as a 
first-order macroscopic property).

The problem is that only RO realization can be discovered a priori, 
whereas MM realization is always discovered a posteriori. When both the 
role and the occupant are known, it can be discovered a priori that they are in 
a role-occupant relationship. In contrast, the discovery of a microreduction 
(i.e., the discovery of the microscopic properties and interaction laws that 
determine the macroscopic property together), is always a posteriori.

The choice to call both of these relationships “realization” can be mis-
leading. In reality, the only thing that they have in common is that each 
corresponds to one of the two reduction relations that I have distinguished. 
However, the differences are important: RO realization corresponds to a 
relation between concepts, just like RO reduction, whereas MM realization 
corresponds — like MM reduction — to a relationship between distinct 
properties, microscopic in one case and macroscopic in the other. An MM 
reduction describes how the microscopic properties of the parts that make 
up an object naturally determine its macroscopic properties, whereas an RO 
reduction consists of the discovery of a categorical description of a property 
first conceived of in a functional way.
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4. Multi-Realizability
The concept of realization, like that of implementation, allows us to conceive 
of the possibility that a property can be realized in different ways: such a prop-
erty is “multi-realizable.” The thesis that mental properties are multi-realiz-
able was introduced in the philosophy of mind in the context of machine 
functionalism and the analogy of the mind with computer software. Just as 
software can be “implemented” in different ways in different machines, so 
too cognitive states can be implemented in brains with different neurophysio-
logical properties.

The analysis of multi-realizability has enhanced the confusion between 
the two kinds of realization: macroscopic roles in general can be “RO realized” 
by different categorical macroscopic properties, so that these roles are RO 
multi-realizable. But macroscopic properties are also often MM multi-realiz-
able too, in the sense that objects can share macroproperties determined, in 
different cases, by different microscopic properties of their parts.

RO realization allows for the possibility that a single causal role can 
be occupied by different occupants.27 Many biological functions are RO 
multi-realized in the sense that they are performed by different categorical 
properties in different biological species. The function of enabling an organ-
ism to see (i.e., to give it access to the information contained in the light waves 
that reach the surface of its body) can be fulfilled by several properties. The 
property of being a mammalian eye and the property of being an arthro-
pod compound eye are two first-order structural properties that perform the 
function of enabling an organism to see. Either can play the role of giving 
the organism access to the information contained in light. Being an antibody 
is a functionally designed (microscopic) property that can be achieved by 
“millions of different chemical structures” (Kincaid 1990, 585), which are 
also microscopic. This example illustrates the above-mentioned fact that an 
RO reduction can be achieved only after the independent discovery of both 
a functional description (the determination of the role that antibodies play) 

27 The reverse is also true. Morange (1998) mentions numerous examples of biological 
molecules, and in particular genes, that play several roles assumed to have been acquired successively 
and independently of each other. Tompa, Szasz, and Buday (2005) and Tobin (2010) analyze the case 
of so-called moonlighting proteins that fulfill several functions, in an analogy to people having a 
second job at night, in addition to their main job.
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and a categorical description (the RO reduction consists of the discovery that 
a property that satisfies the latter also satisfies the former).

The natural determination of the properties of a macroscopic object by 
the properties of its parts gives rise to multi-realizability in a very different 
sense from that of RO multi-realizability: consider, for example, the property 
of being a hemoglobin molecule. Its overall structure, or “conformation,” al-
lows the molecule to play its biological role of transporting oxygen. This way 
of speaking tends to obscure the fact that there are many different types of 
hemoglobin molecules in different biological species that differ in their parts: 
that is, in the amino acids that make up the sequence of each of the four 
proteins that make up the four subunits of the molecule (a “tetramer”). The 
amino acid sequence is known as the “primary structure” of the hemoglobin 
molecule. Each type of hemoglobin has its own primary structure and differs 
from the other types in some of its 140 amino acids. Only 9 of 140 positions 
are occupied by the same amino acids in all hemoglobin species. The chem-
ical properties of these nine amino acids and their interactions determine the 
“conformation” of the molecule.28 It is this overall structure of the molecule 
that allows hemoglobin to play its role in all biological species. As Rosenberg 
states, “it is the quaternary structure that produces haemoglobin’s remarkable 
functions” (1985, 77).

However, this overall structure can be determined naturally by a large 
number of different properties at the level of the parts (i.e., by all of the pri-
mary structures that have in common the nine amino acids at the “strategic” 
positions). The existence of a single overall structure common to all of these 
molecules justifies speaking of the (kind of) hemoglobin molecule in the sin-
gular. However, taking into account the different microscopic structures also 
justifies speaking of hemoglobins in the plural (Rosenberg 1985, 77). Each of 
these microstructures naturally determines the same overall structure. The 
natural determination thus establishes a “many-to-one” relationship between 
the microstructures and the overall structure. Using the term “macroscopic” 

28 This determination goes through two intermediate steps: the chemical properties of 
these nine amino acids and their interactions determine where the chain folds or overlaps, giving 
rise to the “secondary structure,” which has the effect of bringing together distant amino acids 
given their positions in the chain, giving rise to new interactions that determine the “tertiary 
structure.” Finally, the “quaternary structure,” which characterizes the overall structure of the 
molecule, is determined by the interactions between the four subunits that come together in a stable 
conformation. I will consider this example again in Chapter 5.
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in a broad sense, so that it generally characterizes the properties of a whole 
in relation to the properties of its parts, it can be said, at the risk of confusion 
with RO multi-realizability, that the macroscopic property of being a hemo-
globin molecule can be MM realized by many different microstructures.

The function of transporting oxygen in an organism is not only MM 
multi-realized but also RO multi-realized (Kurtz 1999). Indeed, in some mar-
ine invertebrates, such as brachiopods, hemerythrins perform the oxygen 
transport function, and in some arthropods and molluscs that role is played 
by hemocyanins, in which oxygen is bound to a pair of copper atoms rather 
than being bound, as in hemoglobin, to a heme group around an iron atom 
(Kurtz 1992; van Holde and Miller 1995; van Holde, Miller, and Decker 2001).

The crucial point for my argument — which might be blurred by the 
confusion between RO realization and MM realization — is that the discov-
ery of MM realization (i.e., the natural determination of the properties of a 
whole by the properties of its parts) is always a posteriori. Even if we had an 
absolutely complete description of a situation in microscopic terms, together 
with the complete set of microscopic laws that apply to it, we would still not 
know the MM reduction of the macroscopic properties exemplified by the ob-
jects composed from the microscopic objects that appear in the microscopic 
description.

The reason is that not all of the laws necessary to deduce the macroscopic 
properties belong to the level of the reducing theory, nor can they be deduced 
from it. In the important case of the reduction of thermodynamic — and thus 
macroscopic — concepts, such as heat, entropy, or temperature, their MM re-
duction to mechanical concepts that apply to the microphysical components 
of the systems to which the thermodynamic concepts apply depends on the 
introduction of the concept of an “ensemble” of systems that has no meaning 
at the microscopic level. The construction of macroscopic concepts such as 
temperature requires the use of new conceptual tools that have no micro-
physical equivalent and cannot be constructed with the concepts appropriate 
for describing microphysical objects and states of affairs.29

29 See Sklar (1993) and Chapter 1. Chalmers and Jackson are hesitant about the need 
to include laws, in addition to particular microphysical facts, in the reduction basis. According 
to Chalmers, “high-level facts are entailed by all the microphysical facts (perhaps along with 
microphysical laws)” (1996, 71). Surely, no reduction of a macroscopic phenomenon can be 
accomplished without using the laws that apply to the microscopic entities mentioned in the 
reducing theory: without the laws governing the interactions between the molecules of a gas, it is 
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The same is true of the analysis of other cases of successful MM reduction: 
the reduction of classical genetics to molecular biology provides genetic ex-
planations of macroscopic phenomena, but molecular biology does not claim 
to construct concepts applying to macroscopic phenomena.30 In the reductive 
explanation of certain elementary forms of learning — such as habituation, 
sensitization, and classical conditioning — no effort is made to eliminate 
essentially macroscopic concepts such as stimulus, reflex, conditioning, and 
withdrawal behaviour in favour of microscopic concepts. Even after the re-
ductive explanation of these phenomena, psychological concepts continue to 
provide the framework within which they are described (see Chapter 1).

The advocate of the thesis of the a priori deducibility of macroscopic 
truths from a complete (hypothetical) microphysical description P of the 
world can make two rejoinders. A first rejoinder is to incorporate all of the 
laws necessary for reduction into the set of premises P, including those that 
are not purely microscopic. However, this would trivialize the thesis of a pri-
ori implication (i.e., deprive it of its content), insofar as the content of the 
premises P would no longer be exclusively microscopic.31

A second rejoinder is to argue that the fact that one can reduce, for ex-
ample, thermodynamic laws only by making use of irreducibly macroscopic 
concepts, such as the concept of an ensemble, only shows the inability of cur-
rent physics to accomplish this reduction from a purely microscopic basis, 
whereas what is at stake is the possibility in principle of such a reduction. 
Here one admits that the actual reductions accomplished in the history of 
science start from the knowledge of macroscopic properties and that their 

impossible to deduce the properties of the gas. However, though the microscopic laws are necessary, 
they are not sufficient for deducing macroscopic facts: only our prior knowledge of macroscopic 
phenomena guides us in the construction of concepts adequate to their description.

30 See Kitcher (1984), Schaffner (1993), and Morange (1998) for many illustrations of this 
fact, in the context of determining the macroscopic properties of organisms from the properties of 
their genes.

31 Chalmers and Jackson allude to the problem raised here, that no MM reduction can 
be accomplished a priori, when they point out that “the only worry” about the truth of their 
thesis that describing the world in microphysical terms implies all descriptions of the world in 
macroscopic terms “might concern the status of bridging principles within physical vocabulary” 
(2001, 331). Rather than confronting this difficulty, they propose to “bypass” it “by stipulating that 
the relevant physical principles are built into P” (331). This indeed solves the problem but at the 
cost of abandoning the thesis initially defended and criticized here, according to which a (purely) 
microphysical description a priori implies all macroscopic truths.
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elaboration depends on the prior knowledge of the macroscopic properties to 
be explained.32 However, while admitting this about the actual discovery of 
MM reductions, the defender of a priori reducibility could simply postulate 
that it is still possible in principle to deduce all macroscopic truths from a 
purely microscopic basis. A future molecular biology will shed the conceptual 
framework bequeathed to it by classical genetics to become a purely micro-
scopic science, and a future neuroscience will construct reductions that make 
no use of macroscopic cognitive concepts.

Indeed, no logical inconsistency seems to prevent such a possibility. 
Meanwhile, the burden of proof lies with those who assert a possibility that 
does not correspond to actual scientific discoveries of MM reductions. As 
long as historical reductions do not confirm the existence of inferences of 
macroscopic states of affairs from purely microscopic premises, it seems to be 
gratuitous to assert that such a feat is nevertheless possible in principle.

5. Conclusion
The deduction of macroscopic common-sense truths from P, the hypothet-
ical complete description of all microscopic states of affairs, necessarily goes 
through two steps: the first is the discovery of an RO reduction: that is, the 
discovery of the property that fulfills (or properties that fulfill) a certain func-
tional role. Conceptual analysis allows us to discover which properties play 
the roles corresponding to common-sense concepts such as “water” or “heat” 
or scientific concepts such as “oxygen carrier.” However, the RO reduction 
is not, for all that, an a priori deduction from the microscopic description P, 
insofar as both of these properties and the functions that they perform belong 
to the macroscopic level.

The explanation of macroscopic phenomena in microscopic terms is 
the subject of a second reduction step, which I have called MM reduction. 
Historically, and as we have seen in Chapter 1, the premises of MM reduc-
tions were not purely microscopic. First, some laws, in particular statistical 
laws relating macroscopic properties to the properties of microscopic con-
stituents of matter, are irreducible to the laws governing microscopic prop-
erties and their interactions. The historical cases of reductions of biological 
or cognitive phenomena also involved macroscopic concepts not built upon 

32 “Building a model . . . is not a matter of deduction” (Holland 1998, 9).
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a microscopic basis. Second, these historical reductions were accomplished 
only through prior knowledge of the macroscopic phenomena to be reduced: 
they proceeded by constructing a model of the microscopic phenomena 
under the constraint of its adequacy to the macroscopic phenomena, known 
beforehand.

The deduction of a macroscopic truth expressed with common-sense 
concepts from P, as envisaged by Chalmers and Jackson, must have two parts, 
one corresponding to an RO reduction and the other to an MM reduction. 
Since neither the historical RO reductions nor the historical MM reductions 
took the form of deductions from the mere knowledge of microscopic phe-
nomena, the burden of proof is on those who proclaim a principled possibility 
that does not correspond to the reality of historical reductions.

Chalmers and Jackson’s argument that macroscopic common-sense 
truths, such as (*), can be deduced a priori from a complete description of 
the world in microscopic terms is fallacious because it relies on an equivo-
cation: the concept of reduction is sometimes understood in the sense of RO 
reduction and sometimes in the sense of MM reduction. Contrary to what 
Chalmers and Jackson claim,

(3) H2O is the aqueous substance that we are familiar with 

cannot be deduced from P a priori, just with the help of conceptual analysis. 
One of the steps in the reductive explanation of (3) is a local and a posteriori 
MM reduction that allows us to deduce, from a microphysical description 
and various micro- and macrophysical laws, the macroscopic properties of 
the substance composed of H2O molecules: the facts that this substance is 
liquid at ambient temperature and pressure (near the surface of the Earth, in 
summer, not too close to the poles), has a reduced viscosity, is transparent to 
light, et cetera.

Proposition (3) has a hybrid character, partly microscopic (“H2O”), partly 
macroscopic (“the watery substance”). For Chalmers and Jackson’s argument 
to be valid, it would have to be purely microscopic, on the one hand: then it 
would be plausible that it is a priori derivable from a complete microphysical 
description of the world. On the other hand, it would have to be purely macro-
scopic: to be the object of the purely a priori discovery that some macroscopic 
property plays a certain macroscopic role, both the conception of the role and 
the conception of its occupant would have to be macroscopic, because the 
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natural determination of the macroscopic by the microscopic cannot be the 
object of a priori discovery.



91

3

Cognitive Abilities as Macroscopic 
Dispositional Properties

1. Introduction
A number of cognitive abilities are the subject of reductive explanations. 
However, the interpretation of the significance of these explanations remains 
controversial. In Chapter 1, I analyzed a case of reduction of an elementary 
psychological ability.

We have seen that neuroscience has discovered the neurophysiological 
basis of certain forms of simple learning, in particular sensitization and clas-
sical conditioning, during which an animal acquires the ability to react in an 
appropriate and differentiated way to external stimulation. It seems to be nat-
ural to consider the result of such learning as the acquisition of a disposition.

The dispositional conception is as appropriate for the mental states of 
naive or “folk” psychology as it is for the cognitive states postulated by sci-
entific psychology. The meaning of the statement “Mary is intelligent” seems 
to be equivalent to a series of conditionals about the conditions under which 
her intelligence manifests itself: if Mary were given a complex mathematical 
problem, then she would solve it easily. If faced with a difficult choice, then 
she would act on the basis of a balanced appreciation of the advantages and 
disadvantages of the various alternatives open to her. Similarly, as we saw 
in the example of the classically conditioned state of Aplysia, the states pos-
tulated by cognitive psychology are often characterized dispositionally. For 
example, “the Aplysia has learned to react with CS to the perception of R” 
means that, “if the Aplysia were exposed to CS, then it would react with R.”

However, the reality of dispositional properties has been challenged. It 
is controversial whether vases have a real and causally efficacious property 
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that corresponds to their fragility. In the same way and for the same reasons, 
it is controversial whether Mary has real properties that correspond to her 
intelligence or her memories.

A vase falls from the top of the shelf onto the tiled floor. Unsurprisingly, 
it breaks. Is the fragility of the vase one of the properties that contributes 
causally to the fact that it breaks? If the answer is yes, then the fact that a men-
tal property is dispositional no longer counts as a reason to deny that it has 
causal powers. What makes fragility a dispositional property? The concept 
of a dispositional property is that of a property characterized essentially by a 
subjunctive conditional or counterfactual.1 An object is fragile to the extent 
that, under otherwise normal circumstances, it would break if it fell from 
some height onto a hard surface. It is not necessary for the event described by 
the antecedent of this conditional to ever occur: it is possible to have a dispos-
itional property that does not manifest itself, and it is even possible to have 
one that never manifests itself. Dispositional properties are distinguished 
from categorical properties by the fact that the latter are not characterized 
with the help of subjunctive conditionals. The property of an object of being 
spherical is attributed according to a criterion that involves only the actual 
world: all of the points on the surface of the object are at the same distance 
from its centre.

Armstrong (1968, 88; 1997, 70–71) defended the idea that dispositional 
properties can be causally efficacious, in particular by bringing about their 
manifestation, in a situation in which they are put to the test. In the case 
of the vase, its falling is a situation in which its fragility is put to the test, 
or “tested,”2 and its manifestation is the vase breaking. Prior, Pargetter, and 
Jackson (1982) sought to show, on the contrary, that dispositional properties 
(or dispositions3) are incapable in principle of causal efficacy. This can be ex-

1 The relevant concept is that of subjunctive conditional because it is not necessary for the 
antecedent to be false in the actual world, which, strictly speaking, characterizes counterfactuals 
(Mellor 1974). Nevertheless, I will follow the current usage in this debate and speak interchangeably 
of subjunctive conditionals and counterfactuals.

2 In an otherwise normal test situation (I will come back to this condition later), the 
disposition manifests itself. See Carnap (1936–37); Goodman (1983).

3 Many dispositional properties have different characteristic manifestations in different 
types of test situations. Mellor mentions mass as an example of such “multi-track” dispositional 
properties (2000, 760): in a situation in which its possessor is subjected to a force f, mass m gives 
it both the disposition to acquire an acceleration f/m and the disposition to exert the force mm’/r² on 
another mass m’ situated at a distance r from it. Fragility is another dispositional property that gives 



933 | Cognitive Abil ities as Macroscopic Dispositional Properties

pressed by saying that they are epiphenomenal. However, this disagreement 
conceals a partial consensus on the interpretation of the nature of dispos-
itions: the dispositions at issue in this debate are macroscopic and in principle 
reducible to a microscopic basis. The terms “macroscopic” and “microscopic” 
are used here in a broad sense: the properties of a whole are macroscopic in 
relation to the microscopic properties of its parts. In the controversy over 
the efficacy of dispositions, everyone agrees that the only causally efficacious 
properties are microscopic properties of the reduction base. Since it is gener-
ally presupposed that these properties themselves are not dispositional, the 
reduction base is also called the “categorical basis” of the disposition. The 
disagreement concerns only the question of whether a given macroscopic dis-
positional property inherits this efficacy because it is identical to its reduction 
base, which is Armstrong’s position,4 or whether it is epiphenomenal because 

its possessor different dispositions: the disposition to break in a certain type of situation and the 
disposition to crack in another type of situation. Similarly, the high temperature of a flammable gas 
is a dispositional property that gives the gas not only the disposition to be at a certain pressure but 
also the disposition to explode. In the case of such properties, the distinction between dispositional 
property, or “power,” and disposition is important. I will come back to this distinction later in the 
chapter. Nevertheless, I will often refer to dispositional properties as “dispositions” in contexts in 
which this is not likely to introduce confusion between the dispositional property and the different 
dispositions to manifest itself that it gives its possessors.

4 In the general context of analyzing the logic of the reduction of one scientific theory to 
another, many authors follow Causey’s (1977) thesis that the reduced property and the reducing 
property are identical. In Locke’s writings, one can find both passages defending the doctrine of the 
identity of dispositions (or, in his terminology, “powers”) with their microscopic and categorical 
basis and passages expressing the idea that dispositions are only dependent on this basis, the thesis 
that I defend in this book. Locke seems to express the first doctrine when he says that “whiteness or 
redness are not in it [i.e., in porphyry] at any time, but such a texture, that hath the power to produce 
such a sensation in us” (1689, Book II, Chapter VIII, para. 19). Colours are identical to a texture, a 
categorical microscopic property of the basis of reduction; properties of the latter category can be 
causally efficacious when they produce in us the experiences by which colours manifest themselves 
when we look at coloured objects. But other passages seem to be compatible with the second doctrine: 
“Colours and Smells . . . and other the like sensible Qualities . . . are in truth nothing in the Objects 
themselves, but Powers to produce various sensations in us, and depend on those primary Qualities, 
viz. Bulk, Figure, Texture, and Motion of parts” (Locke 1689, Book II, Chapter VIII, para. 14); here 
Locke says that sensible qualities are dependent on texture and other “primary qualities”: that is, on 
categorical microscopic properties rather than identical with them. I express essentially the same 
idea by saying that microscopic properties determine macroscopic dispositional properties. To say, 
as Locke does, that secondary qualities are “powers to produce various sensations in us,” seems to 
be compatible with the thesis defended in this chapter, according to which macroscopic properties 
can be conceived as dispositions that can cause certain effects, such as sensations.
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it is distinct from it, the so-called functionalist position defended by Prior, 
Pargetter, and Jackson (1982).

In this chapter, I will challenge this consensus on the monopoly of 
microproperties over causal efficacy by showing that macroscopic dispos-
itional properties can be causally efficacious while being distinct from their 
reduction bases. The importance of this debate lies partly in the impact of its 
outcome on the conception of mental properties. If the conception of dispos-
itional properties defended here is coherent, then it allows us to think that 
our desires, beliefs, and other psychological properties give us dispositions 
to think and act but nevertheless contribute causally to the actions through 
which these dispositions manifest themselves. I will begin by defending the 
thesis of the causal efficacy of dispositional properties against a number of 
very general arguments before turning to the more specific reasons why 
Armstrong and the functionalists deny that microreducible macroscopic dis-
positions have causal efficacy of their own.

2. General Arguments against the Efficacy of 
Dispositions
Of the reasons that have led many philosophers to deny the efficacy of dispos-
itions in general, the most important are the following.

First, dispositional properties are not causally efficacious because they 
are not observable. I cannot enter here into the controversy over scientific 
realism: that is, the thesis that theoretical predicates used in science refer to 
real objects and properties, even when these objects and properties are not 
directly observable. However, to disarm this argument against the efficacy of 
dispositions, it is sufficient to note that the impossibility of observing them 
directly characterizes the dispositional properties of being magnetized, or 
hard or brittle, in the same way as theoretical properties such as the property 
of being an electron or that of having a spin of ½. From a realist perspective, 
unobservable theoretical properties can be causally efficacious. Thus, the 
mere unobservability of dispositions does not provide any specific reason for 
denying their efficacy.

Second, another argument is that non-occurring properties cannot be 
efficacious and that a property cannot be both dispositional and occurring. 
However, the argument that dispositions are non-occurring is motivated by 
the following fallacy. Dispositional properties seem to be non-occurring (and 
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therefore incapable of causal efficacy) because they are characterized in a 
conditional or hypothetical way. The property (or disposition) possessed by 
any French citizen over the age of eighteen to be potentially, or conditionally, 
president of the republic is not sufficient to give her the powers of the presi-
dent. Now all that can be inferred legitimately from this observation is that 
the disposition does not have the causal powers of its manifestations. This 
provides no reason to doubt the possibility that the disposition itself gives 
other powers to its possessors, for example (provided that other conditions 
are met) to run for president. It is the manifestations of the disposition and 
not the disposition itself that exist only conditionally or hypothetically. It is 
fallacious to conclude that a disposition does not occur from the fact that its 
manifestations do not occur. Therefore, there is no good reason to deny that 
dispositions are occurrent, even during periods when they do not manifest 
themselves.5

Third, dispositions are permanent states, or static properties, whereas 
only changes can be causes. There are two ways of interpreting the thesis that 
mental states do not belong to the logically appropriate category for being 
causes. According to the first, suggested by Ryle, their temporal permanence 
prevents them from being causes. I can pass you the salt at the dinner table 
out of politeness, but politeness is a character trait that characterizes me for 
a considerable period of time, far beyond the duration of the meal. So my 
politeness cannot provide a complete causal explanation of my passing you 
the salt at that moment. The causal explanation of an action — an essentially 
dated event that takes place at a specific moment in time — requires refer-
ence to a dated entity: the cause must be something located temporally and 
spatially close to the action in question; in short, it must be an event too.6 The 
nature of events is controversial, but all conceptions acknowledge that events 
are located in time. According to Ryle, to find the cause of my act of passing 
you the salt, we must therefore ask the question “what made him pass the 
salt at that moment to that neighbour?” (1949, 98). This question cannot be 

5 This point was clarified by Martin, who points out that a disposition is “something that is 
fully real and actual (unlike some of the manifestations). . . . Dispositions are actual continuants that 
predate, outlast and may exist entirely without the existence of their manifestations” (1996, 166). See 
also Mumford (1998, 74).

6 The principle of sufficient reason requires that there be a specific factor at the moment in 
time when the effect occurs to explain causally why the effect occurred at that moment rather than 
before or after it. The principle of sufficient reason is valid only in a deterministic framework.
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answered by mentioning a mental disposition but only by identifying an event 
that took place just before the action: “He heard his neighbour ask for it,” or 
“he noticed his neighbour’s eye wandering over the table” (98). Dispositions 
cannot be causes because they lack temporal specificity: causes precede their 
effects, being contiguous to them in time, whereas a disposition typically 
exists long before the event that it causes as well as after it.7

It might be objected that this argument gives too much importance to 
the intuitions of common sense. We can accept Mill’s (1843) thesis that the 
distinction between causes that trigger an event and permanent conditions 
that are less salient but equally necessary for that event is irrelevant to the 
philosophical characterization of causes. It is undeniable that in most con-
texts in which we are interested in causes we are more inclined to consider 
changes rather than stable factors as causes.8 But from a scientific point of 
view — and therefore, following Mill, from a philosophical point of view — 
such stable factors can contribute to an effect just as much as changes. We 
are therefore justified in regarding them as causes “philosophically speaking” 
(Mill 1843, Book 3, Chapter 5, para. 3). If I apply electrical voltage to a copper 
wire, the change in voltage certainly causes a change in the electric current 
flowing through the wire. But a constant voltage also contributes, along with 
the resistance of the wire, to the causal determination of the current. Voltage 
and resistance are stable yet causally efficacious properties of the wire.9 The 
static or permanent nature of dispositions shows at most that an event that 
consists of a change cannot be caused by an event that has only static dispos-
itional properties. But nothing prevents dispositional properties from being 
causally efficacious.

Two other arguments against the causal efficacy of dispositions have an af-
finity with the argument that stable states cannot be causes. First, dispositions 

7 For the same reason, objects that persist in time cannot be causes: an entity that exists 
before and/or after the moment that precedes a certain effect cannot be the cause of that effect, 
although of course it can be a constituent element of a cause appropriately situated in time. See Fales 
(1990, 54); Steward (1997, 137, 142); Kistler (1999b, 2006a).

8 The pragmatic factors in the context of the explanation and the interests at stake form the 
basis for the distinction, among the factors that contribute objectively to causing an event, between 
“the cause” and background factors. See Mackie (1965).

9 “But though we may think proper to give the name of cause to that one condition, the 
fulfillment of which completes the tale, and brings about the effect without further delay; this 
condition has really no closer relation to the effect than any of the other conditions has” (Mill 1843, 
Book 3, Chapter 5, para. 3).
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are facts, whereas only events can be causes. Ryle uses this argument to justify 
his thesis that the explanation of an action on the basis of mental dispos-
itions, in particular motivations, is never causal. As he puts it, “motives are 
not happenings and are not therefore of the right type to be causes” (1949, 
97). Helen Steward (1997) takes up this argument by pointing out that, when 
we attribute a disposition to an object, we are referring to a fact, not an event. 
According to Steward, facts are entities determined by language; for this rea-
son, they lack causal efficacy, although it might be relevant to mention them 
as part of an explanation. This argument has the same source as the previous 
one, for it is difficult to form event expressions (i.e., expressions referring to 
events) from dispositional predicates because dispositions are permanent, 
and it is more natural to conceive of changes than permanent states as events. 
However, this argument presupposes the Davidsonian conception of the dis-
tinction between facts and events, according to which events are particular 
entities, whereas facts are linguistic entities whose identities are determined 
by the meanings of the words that designate them (see Davidson 1980). This 
is not the place to delve into the complex debate on the nature of events and 
facts (see Kistler 1999a, 1999b, 2006d). I would simply like to point out that 
the Davidsonian conception has the hardly acceptable consequence of deny-
ing the existence of differences, among the properties of a given event, with 
regard to their contribution to the production of a certain effect event, beyond 
the pragmatic differences between good and bad explanations. Consider a 
red billiard ball R that hits a white ball B at rest with a central elastic shock, 
so as to set it in motion by transmitting its momentum M. Now compare two 
causal explanations of the fact that B has momentum M after the shock. The 
first says that it is the fact that R has M when it hits B with an elastic shock that 
is causally responsible. The second says that it is the fact that R is red when it 
hits B with an elastic shock that is causally responsible. Clearly, the first is not 
only a good or relevant explanation but also true, and the second is not only a 
bad explanation but also false. This difference in truth value has its objective 
basis in the causal relation itself. One way of conceiving of this basis is to say 
that what makes the former true (its “truth-maker”) is the fact that there is 
a relationship of causal responsibility between the fact that the red ball pos-
sesses M before the shock and the fact that the white ball possesses M after 
the shock. Conversely, the second (pseudo-)explanation has no truth-maker 
because there is no relationship of causal responsibility between the fact that 
the ball in motion is red before the impact and the fact that the white ball has 
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M after the impact.10 If this reasoning is correct, then it is legitimate to attrib-
ute a causal role to facts, namely that of being terms of the relation of causal 
responsibility. Thus, the fact that attributions of dispositions normally have 
a factual, not an eventual, format does not constitute a reason to doubt their 
capacity to be causally responsible for their manifestations.

Second, Squires (1968) tried to show that the hypothesis according to 
which dispositions are causes leads to an infinite regress. To explain why a 
disposition manifests itself on certain occasions but not always, he propos-
es that it is necessary to postulate the existence of a second disposition: the 
disposition of the first disposition to manifest itself. Now, of course, this 
second-order disposition too might or might not manifest itself. Therefore, 
we need to postulate a third-order disposition to manifest itself and so on. 
Armstrong (1973, 419) replies by comparing this regress to the infinite series 
of facts that accompanies any fact p: the fact that it is true that p, the fact that 
it is true that it is true that p, and so on. We can account for this by distin-
guishing a linguistic concept of fact, according to which there are indeed an 
infinite number of different facts, from a “Russellian” concept11 of a single 
fact underlying all of these linguistic facts. Or we can, as Armstrong sug-
gests, distinguish between the linguistic expression of a fact and what makes 
this expression true, its truth-maker. This makes it possible to say that the 
infinite series of facts accompanying p has only one truth-maker, namely p. 
According to the first analysis, there is only one real disposition that cor-
responds to a unique Russellian fact; according to the second analysis, the 
unique truth-maker of the infinite series of higher-order dispositions is the 
first-order disposition, just as p is the truth-maker of all of the higher-order 
facts in the series. Both analyses put us in a position to reject the infinite 
regress objection by arguing that the apparent infinite series of dispositions 

10 I have developed this argument for the existence of facts, based on the truth-makers of 
causal explanations, in Kistler (2002b, 2014).

11 The terminology is due to Bennett (1988, 41). According to Bennett, the identity of a 
“Fregean” fact is determined by the meaning of the linguistic expression used to express it. The 
Fregean facts designated by two expressions are identical only if their linguistic expressions can be 
the subject of an a priori reciprocal derivation, based solely on their meaning (35–37). Conversely, 
“we sometimes use definite descriptions as though they were Russellian, regarding them merely as 
pointers to their referents” (39–40). In this sense, two statements can express a single “Russellian” 
fact even if their meanings are not equivalent (i.e., if the statements cannot be derived from each 
other a priori).
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described by Squires is merely an artifact of language and has only a single 
fact as its truth-maker, containing a single disposition.

Let us now turn to the most important objection that Molière made 
famous when he ridiculed the supposed explanatory and causal power of the 
“dormitive virtue” of opium. Dispositions cannot be among the causes of 
their manifestations because dispositions are linked to their manifestations 
by an analytical and therefore necessary relation, whereas causality is a con-
tingent relation. Given that opium has the dispositional property of making 
people sleep — it possesses dormitive virtue — it seems to be true for purely 
conceptual reasons that one falls asleep when one has taken opium. It seems 
that the possession of dormitive virtue cannot be the cause of the fact that 
the opium smoker falls asleep, because causal relations are always contingent, 
whereas the conceptual link between a disposition and its manifestation is 
necessary.12

It often happens, at least in my kitchen, that a fragile object breaks after 
falling on a hard surface. Now it is part of the meaning of the predicate is 
fragile that objects to which it applies break when they fall on a hard surface 
under ordinary conditions. Consequently, the argument continues, since this 
fragile object fell on a hard surface, the judgment that it broke after it fell 
is analytical. This implies that, in the sentence “the vase that fell on a hard 
surface broke because it is fragile,” the word because designates not a causal 
relation but a relation of analytical implication based on the meaning of the 
word fragile. So it seems that fragility cannot be one of the causes of the vase’s 
breaking.

The inference to the causal impotence of dispositional properties appears 
to be valid only if we neglect the fact that the conditionals analytically im-
plied by attributions of dispositional properties are counterfactual condition-
als and if we forget that the evaluation of these counterfactuals presupposes 
the determination of a context. The judgment “if this fragile vase fell on a hard 
surface, then it would break,” is true only in certain contexts. The general 

12 Along these lines, Mackie states that “intrinsic powers or specifically dispositional 
properties in the rationalist sense would violate the principle that there can be no logical connections 
between distinct existences” (1977, 366), where by “rationalist” he means the doctrine according to 
which the disposition is not at the same time categorical but purely conditional in the sense that 
the presence of the disposition makes the manifestation “logically necessary.” Mackie then argues 
against this position on the ground that dispositions are causally efficacious.
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conditional, which applies to any fragile object, must make explicit reference 
to the context in order to be true. “x is fragile” implies analytically that, “if x 
falls, under ordinary conditions, then x will break.” Fragility does not mani-
fest itself in all test situations. Even a fragile vase dropped on a hard surface 
does not necessarily break. We can imagine exceptional circumstances in 
which the hard surface is mounted on springs and absorbs the shock and 
others in which the vase and the surface contain powerful magnets that repel 
each other. These situations are certainly “far-fetched”; however, to show that 
there is no necessary link (because there is no analytical link) between a fra-
gile object falling onto a hard surface and breaking, it is enough to show that 
there are situations, however unusual, in which the former is not followed by 
the latter. What follows analytically from the fact that the fragile vase falls 
on a hard surface is only that it breaks if the circumstances are otherwise nor-
mal. However, the fact that the fragile vase falls on a hard surface does not 
imply analytically that it breaks, tout court. The fact that it breaks, therefore, 
remains a contingent fact, and nothing prevents the fragility of the vase from 
being a factor that contributes causally to its breaking.

Cognitive predicates are dispositional insofar as their meaning can be 
characterized counterfactually (i.e., by subjunctive conditionals). However, 
it is not correct to analyze their meanings, following logical behaviourism, 
with counterfactual statements without a ceteris paribus clause. According 
to Hempel (2002, 17), the statement (*) “Paul has a toothache” has the same 
meaning as the statement (1) “Paul weeps and makes gestures of such and 
such kinds,” which describes observable behaviour, and with the statement 
(2) “At the question: ‘What is the matter?’, Paul utters the words ‘I have a 
toothache,’” which expresses a conditional. Let us admit that it is true that 
often, or typically, or in ideal or normal circumstances (I will come back to 
these distinctions later), for a subject x, if x feels pain (Fx), then x weeps (Wx). 
But feeling pain is neither necessary nor sufficient for weeping. The fact that 
Paul feels pain (Fp; F for feeling pain and p for Paul) is not necessary for the 
fact that Paul weeps (Wp): Paul can make gestures “typical” of a toothache 
because his gums hurt and not his teeth, because he is an excellent actor,13 or 
because his motor cortex has been stimulated directly from outside in such 
a way as to trigger this behaviour, without it being caused by Fp. Nor is Fp 

13 Or a Putnam-style “zombie.” See Rey (1997, 153).
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sufficient for Wp: Paul might hold back and repress the visible signs of his 
suffering, or ignore the pain, which therefore is not manifest in his behaviour, 
because he is too busy with an activity occupying his attention.14 The presence 
of the dispositional property — and, in (2), of the triggering condition — is 
not in itself sufficient for its manifestation. For this reason, the link between 
the dispositional property and its manifestation is not necessary, and the con-
ditional statement that expresses this link is not analytical. There is therefore 
nothing to prevent the possibility that the fact that Paul feels pain (Fp) is caus-
ally responsible for the fact that Paul weeps (Wp).

It is true that it is analytical to say that, in general, fragile things break 
when they fall or that they tend to break when they fall. This is a consequence 
of the fact that such subjunctive conditionals express the meanings of dis-
positional predicates. However, a conditional of this kind is analytical only 
when it contains the clause “in general.” Yet the judgment that a particular 
glass broke because of its fragility is neither trivial nor analytically implied 
by the attribution of fragility to the glass. In particular circumstances, a glass 
might not break when it falls, and it might break for some other reason. The 
doctrine of the triviality of explanations that mention a dispositional cause 
rests on a confusion between generic statements such as “the fact that opium 
possesses a dormitive virtue is causally responsible in general for the fact that 
the smoker falls asleep” and the particular causal judgment “the fact that the 
opium that p smoked at t possesses dormitive virtue was causally responsible 
for the fact that p fell asleep at t + Dt.” The first statement is analytical be-
cause it expresses the meaning of the expression “dormitive virtue.” But the 
second statement nevertheless can express a causal relation, instead of being 
analytical, because dormitivity alone is not a sufficient condition for sleep.15 
Even when it is truly causally efficacious, it produces the effect only in certain 
circumstances, such as those that prevail for p at t.

A particularly clear way of showing that the presence of the disposition is 
not, with the test situation, sufficient for the manifestation is to find possible 
situations in which the characteristic manifestation does not occur because 

14 Putnam (1963) observes that this could be the case systematically; we would then be 
dealing with “super-spartans” whose conceivability shows that there is no analytical link between 
the presence of the mental state and the behavioural manifestation that we consider typical.

15 “The causal basis and the striking are not jointly a glass-complete cause of breaking, 
since the glass does not break” (Bird 1998, 228).
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the circumstances contain a factor that acts against the tendency typically 
produced by the disposition. The absorption of opium by the human organ-
ism always produces a tendency to fall asleep, but this tendency does not al-
ways result in falling asleep: if p has taken the precaution of absorbing an 
antidote to opium, perhaps an exciting drug, then he might not fall asleep. 
Goodman gives the example of the attribution of the dispositional predicate 
“is inflammable” (1983, 39). From the fact that the particular piece of wood 
w is inflammable, one cannot infer the following counterfactual conditional 
about w: “If w had been heated enough, it would have burned” (39). This is 
because it is easy to find situations in which the attribution of the disposition 
is correct, whereas the conditional is false, for example when w’s environ-
ment does not contain (enough) oxygen. The presence of the disposition and 
the triggering factor characteristic of the disposition do not, therefore, com-
prise a strictly sufficient condition for the existence of the effect. In the case 
mentioned by Goodman, the effect does not occur in a situation in which 
a condition not explicitly mentioned, the presence of oxygen, is lacking. In 
other situations, it is the presence of an interfering factor that prevents the 
manifestation from occurring. These two types of situations show that the 
proposition that attributes a disposition to a particular object does not imply 
a strict counterfactual conditional about that particular object, linking the 
triggering to the manifestation.

A distinction must be made between situations in which an interfering 
factor prevents the manifestation of the disposition from occurring by de-
priving the object of the disposition and situations in which the disposition 
remains present (see Mumford 1996, 1998, 86; Bird 1998, 229–30). Examples 
of situations of the first type include the brittleness of a metal alloy object, 
which disappears when annealed, or the flammability of wood, which dis-
appears when wet (see Mumford 1998, 86). This type of situation does not 
call into question the thesis of the implication of a counterfactual by an at-
tribution of disposition to an object, because at the moment when the char-
acteristic manifestation of the disposition does not occur, even though the 
test condition is present, the object no longer possesses the disposition. The 
“finkish” dispositions described by Martin (1994) fall into this category. In 
Martin’s thought experiment, a device that Martin calls an “electro-fink” 
is built in such a way that the disposition never manifests itself when it is 
triggered. A live electric wire has the disposition to give an electric shock to 
those who touch it (if their feet touch the ground and if they are not wearing 
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insulated shoes). However, the electro-fink ensures that the disposition dis-
appears if and only if someone touches the wire. It never manifests itself in 
the characteristic test circumstances. With respect to the test-manifestation 
pair — <touch the electro-fink electric wire, receive an electric shock> — 
the circumstances are never “ordinary.” Contrary to appearances, Martin’s 
electro-fink is just an extreme case of a perfectly ordinary phenomenon. The 
electrical circuit in every modern home contains a mechanism whose operat-
ing principle is the same as Martin’s electro-fink: a differential circuit break-
er.16 To take account of this type of situation, Lewis (1997) suggests requiring 
that the attribution of a disposition to an object is correct only if the object 
possesses the causal basis of the disposition for a certain period of time and 
at least until the moment of the expected manifestation: if x possesses the 
disposition D to respond with manifestation M to stimulus S, and if Dt is the 
period of time that elapses between S and M, then, if x is subject at t to S and 
if x preserves D until t + Dt, x will manifest M at t + Dt.17

The counterexamples invented by Martin refute the thesis that an at-
tribution of a disposition implies a counterfactual conditional <D & S, M> 
(where D represents the disposition, S one of D’s test conditions, and M the 
characteristic manifestation of D & S), because in the situations in which a 
fink is present the disposition disappears in the test situation. But there are 
also situations in which the disposition remains present yet the characteristic 
manifestation is absent in a test situation.

There are situations in which a disposition is present in a situation that 
typically triggers the manifestation but the manifestation does not occur be-
cause it is prevented by the presence of an antidote (Bird 1998).18 An antidote 

16 Lewis (1997) and Malzkorn (2000) have attempted to analyze the meanings of attributions 
of dispositions using counterfactual conditionals that do not use a ceteris paribus clause and avoid 
refutation by cases such as the one imagined by Martin.

17 This formulation differs in several respects from that of Lewis (1997, 157). Lewis assumes, 
in accordance with the functionalist doctrine, that there is a causal basis B different from the 
dispositional property D itself, which, together with S, causes the manifestation M. According to 
functionalism, D itself is causally inert. Lewis also holds that the counterfactual is both necessary 
and sufficient for the presence of the disposition. Lewis’s analysis shows that Mumford (1998, 85) 
is wrong to judge that the situation described by Martin refutes the thesis that an attribution of a 
disposition implies the truth of a counterfactual conditional.

18 Johnston (1992) and Molnar (1999, 2003) speak of “masks”: they hide the disposition 
by preventing it from manifesting itself. The existence of such interfering factors is well known, 
although its importance has been recognized above all in the debate on the existence of strict laws of 
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is a factor that prevents the characteristic manifestation of a disposition from 
occurring in a situation in which the triggering factor is present. Let us as-
sume that caffeine is an antidote to opium (Campbell 1860) in the sense that 
the sleep-inducing effect of opium does not occur when the subject takes both 
opium and caffeine. Given the existence of caffeine, it is possible for a person 
to have the dispositional property because of the absorption of opium with-
out it manifesting itself in sleep. This shows two things. First, it is not true to 
say “for any person x, if x takes opium, x falls asleep,” although it is true to say 
that “for any person x, if x takes opium in otherwise normal circumstances, 
x falls asleep.” Second, given that the implication between the attribution of 
the dispositional predicate and the manifestation is not analytical, nothing 
prevents the disposition from causing, in ordinary circumstances, its mani-
festation. This conclusion applies generally to all dispositions, insofar as there 
are antidotes for every disposition and every characteristic test situation: that 
is, situations in which the antidote prevents the manifestation even though 
the disposition is present. The spring installed under the hard surface, which 
absorbs the shock, is an antidote to the fragility of the vase.

Here are two other reasons why the link between a dispositional property 
and its manifestation is not trivial. First, if I explain the breaking of a glass 
by the fragility of the glass, then I am referring to a property that also has 
other characteristics apart from leading to breaking when falling. It allows 
us to characterize the way in which the glass breaks: it differs from the way in 
which the glass breaks if it has the property of explosiveness instead of fra-
gility. Second, the dispositional property is an intrinsic property (Mumford 
1998, 138–39). Therefore, attributing causal responsibility for a certain effect 
to a dispositional property contains the information that the causal respons-
ibility does not belong to the circumstances: a mine placed on the ground 
would also have the consequence that, if the glass falls, then it breaks, even 
if the glass is not fragile. But in these circumstances, it would be wrong to 
attribute the property of being fragile to the glass. Accordingly, when we ex-
plain why the glass breaks after falling, saying that its fragility is causally 

nature. See Carnap (1956); Stegmüller (1983); Cartwright (1989, 1999). A strict law has no exceptions. 
The laws of “special” sciences (i.e., sciences other than fundamental physics) are often considered to 
have exceptions and therefore to be non-strict. Such non-strict laws are said to apply only “other things 
being equal” or ceteris paribus. See Kistler (1999b and 2006d, Chapter 3, 2006b).
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responsible informs us that, apart from the fall, the main efficacious property 
that causes the glass to break is a property of the glass itself.

To express the meaning of a dispositional statement correctly, a condi-
tional statement must include a clause such as “generally” or “in ordinary cir-
cumstances.” However, it might seem that the presence of such a clause makes 
the statement tautological. The statement “if C, then, in ordinary circum-
stances, M” (where C represents a test condition and M the corresponding 
manifestation of the disposition) seems to be equivalent to the tautological 
statement “if C, then M or not M.”19 There are several hypotheses concerning 
the “protective” clause that avoid the consequence that any statement con-
taining such a clause is tautological. According to an important proposition 
(Mumford 1998, 87 ff.), the attribution of disposition D to x is equivalent to 
the conditional <C, M> relativized to ideal conditions I:

(*) If I, then (if Cx, then Mx),

where I represents the ideal conditions, and both conditionals contained in 
(*) have subjunctive force (Mumford 1998, 88).20 The appeal to ideal condi-
tions raises the problem that the context determines what counts as ideal. 
Take an object that is not fragile, for example a bouncing ball.21 What counts 
as ideal depends on the context. Therefore, according to (*), a ball is fragile 
if there are conditions (which count as ideal in certain situations) such that, 
if the ball is hit under such conditions, then it will break. Let us take the 
context of research into the loss of elasticity at extremely low temperatures. 
Given that the temperature of liquid nitrogen is a context that can be counted 
as ideal for research on the properties of materials at very low temperatures, 

19 Several authors (Schiffer 1987; Keil 2000) have expressed doubts about the existence of 
the referent of such ceteris paribus generalizations. According to Martin (1994, 6), for example, 
the inclusion of a ceteris paribus factor in the conditional that serves as analysans makes the 
counterfactual analysis of the attribution of a disposition trivial. See Lipton (1999); Schrenk (2006). 
Kistler (2006b) analyzes the role of ceteris paribus clauses in taking account of the existence of 
exceptions to the laws of nature.

20 Bird (1998, 234) suggests analyzing the attribution of a disposition with a counterfactual 
conditional relativized to “normal conditions,” but by this he means what I call here “ideal 
conditions” (i.e., conditions that are ideal in relation to a context of attribution of the disposition).

21 Malzkorn (2000, 459) uses the example of a red rose. The example is not well chosen, 
because the presupposition that a rose is not a fragile object can be challenged. It is better to use an 
object that is clearly not fragile.
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the ball is brittle according to criterion (*) (see Prior 1985, 5–10; Malzkorn 
2000, 459). The problem is that brittleness is attributed to the ball as such, not 
to the ball in this specific situation. But, intuitively, the ball becomes brittle 
only under very specific conditions. The fact of mentioning ideal conditions, 
as in (*), turns out to have the effect of dissociating the disposition from its 
“normal” effect. (I will come back to the concept of normality in a moment.)

Moreover, if the conditional relativized to ideal conditions is intended to 
define the meaning of the dispositional predicate, then the predicate has as 
many meanings as there are ideal conditions appropriate to different contexts 
(see Malzkorn 2000, 459). Most objects would then be fragile in one sense and 
not fragile in another.

Another strategy is to include the reference to “normal conditions” in 
the stimulus-manifestation conditional (Spohn 1997; Malzkorn 2000, 457, 
459), on the assumption that what counts as normal does not vary accord-
ing to context in a given world: normal conditions are conditions that occur 
statistically most of the time.22 The problem posed by the reference to ideal 
conditions does not, therefore, arise for the reference to normal conditions: 
the temperature of liquid nitrogen is not a (statistically) normal condition in 
relation to the circumstances of the majority of fragility attributions. In this 
terminology, it is true a priori that, “if x is immersed in water and the condi-
tions are normal, then x dissolves if and only if x is soluble in water,”23 where 
“normal” has the statistical meaning of “usually, most of the time” (Spohn 
1997, 336, 337).24

Indeed, it seems to be plausible that we would judge that conditions are 
not normal when a water-soluble object does not dissolve in water.25 However, 

22 This distinguishes normal conditions from ideal conditions. We can conceive of the 
initial conditions as being determined by the context in which the disposition is attributed. It can 
be said (see Spohn 1997) that the concept of normality also has an indexical component, where the 
index is the whole world and not the particular situation of the utterance; there is only one normal 
situation in a given world for each stimulus-response relation characteristic of a disposition.

23 “Wenn x in Wasser gegeben wird und Normalbedingungen vorliegen, so löst sich x genau 
dann auf, wenn x wasserlöslich ist.”

24 “gewöhnlich, meistens.”
25 I propose to leave aside the following difficulty: what would we say about the conditions of 

application of the predicate “soluble in water” in a possible world (or an exotic region of the universe 
of the actual world) where almost all water is saturated with salt? Under normal circumstances 
in that world (or region), salt crystals do not dissolve when immersed in water. Nevertheless, 
we would judge that even in such situations salt remains soluble. This means that the reference 
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this is only plausible in the case of certain paradigmatic dispositions. Molnar 
(1999, 7) is right to deny that the attribution of a disposition analytically im-
plies a statistical generalization according to which a disposition manifests 
itself more often than it is masked, on the ground that it “violates the onto-
logical independence of dispositions with respect to their manifestations, by 
excluding as impossible dispositions that never manifest,” and wrongly places 
“a priori constraints on the ratio of responses to stimuli.” It can sometimes 
be justified to postulate a theoretical property rarely manifested. As I will 
explain in a moment, the analysis of dispositions in terms of normal condi-
tions is still acceptable for common-sense dispositional predicates, but it is 
not generally acceptable for scientific predicates.

Various authors (Martin 1994, 5–6; Lewis 1997, 157–58; Molnar 1999, 7) 
have objected that the analysis of dispositional predicates in terms of mani-
festations produced under normal conditions is as trivial as a ceteris paribus 
law: having the disposition D is to do M in situations S ceteris paribus. In 
other words, an object has disposition D if and only if it does M when exposed 
to S, unless it does not. This objection is justified in the case of theoretical 
properties but not in the case of the semantic analysis of a common-sense 
predicate: in this case, the statement is not supposed to be nomological, and 
the reference to normal conditions is not equivalent to a ceteris paribus clause. 
“Normal conditions” are the most frequent conditions in the statistical sense.

3. Dispositional and Theoretical Properties
In order to explain the exceptional behaviour of an object that does not mani-
fest one of its dispositions in a test situation, one can refer to other properties, 
which might belong to the object itself or to the circumstances. In the clause 
expressing the dependence of the characteristic manifestation on the test 
conditions, it is essential to mention the “ordinary circumstances” relevant 

of the expression “normal conditions” is evaluated referentially and not attributively. According 
to the attributive mode of evaluation, salt is not soluble in the exotic world in question because 
solubility is attributed according to the conditions that are normal in the world (or context) where 
the proposition is evaluated. Conversely, the referential mode of evaluation makes it possible to 
interpret the meaning of the expression “normal conditions” as what is normal in the context of the 
utterance and, more specifically, in the immediate environment of the linguistic community. In this 
interpretation, salt is soluble even if, in the context of evaluation, it is statistically normal for salt not 
to dissolve in water, as long as it is statistically normal in the context of utterance (i.e., in the actual 
world, in our immediate environment) for salt to dissolve. See Spohn (1997).
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to the case under consideration, insofar as each test situation has an indeter-
minate number of other properties that can interfere with the manifestation 
of the disposition.

The scientific conception of properties seeks to get rid of such ceteris pari-
bus clauses. In particular, we might look for a scientific explanation of why a 
disposition has not manifested itself in a particular test situation, and in this 
case the scientific explanation itself must not contain a ceteris paribus clause. 
Let us take the example of a body falling close to the surface of the Earth. 
If I drop an object supported by nothing else, then it has the disposition to 
fall a distance of s = gt²/2 in t seconds. However, because of the presence 
of “antidotes” such as air friction, the disposition will not manifest itself in 
this way. The discovery of the various antidotes present in a concrete situ-
ation explains behaviour that deviates from the direct manifestation of the 
disposition. This often requires scientific knowledge of properties not directly 
observable. Ideally, when all of the factors determining the process have been 
identified, it is possible to explain the behaviour manifested without the need 
for a ceteris paribus clause. This clause expresses our partial ignorance of the 
circumstances.

Once the scientific description of the situation has been completed, it 
becomes possible to conceive of dispositional properties as powers that ne-
cessarily determine their effects.26 But these effects are not necessarily mani-
fested because they themselves might be powers. For a massive object falling 
near the surface of the Earth, the scientific conception of the situation makes 
it possible to substitute for the disposition of the body of mass m to fall gt²/2 
metres in t seconds, the force mg that produces a tendency to accelerate with 
g. Let us call force and acceleration constraints or powers related according 
to laws of nature. The force mg determines a power of accelerating with g by 
virtue of Newton’s law, better known by the equation F = ma. This tendency 
to accelerate, although a necessary consequence of the force, does not neces-
sarily manifest itself directly. What is manifested is the result of the super-
position (or interaction) of all of the tendencies related to motion. Air friction 
is another power present in the situation, which imposes on the body another 
tendency to accelerate in the opposite direction to the first.

26 I will use the term “power” for properties identified by some science: in other words, for 
natural properties. A dispositional property can be a power in this sense or a property expressed by 
a predicate in ordinary language, such as “fragile.”
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We must briefly consider an important objection to the thesis that theor-
etical properties are powers linked by laws to other properties that, also being 
powers, do not necessarily manifest themselves directly.27 Let us say that the 
law of free fall, considered as a hypothesis, predicts that a body falls gt²/2 
metres in t seconds but that observation shows us that the distance of the fall 
is actually less. My thesis then seems to suggest that this is enough to justify 
the postulate of a power to fall gt²/2 metres — a power that does not manifest 
itself directly — rather than taking the observation to refute the hypothetical 
law of free fall. However, if the disagreement between theoretical prediction 
and observation was sufficient in itself to justify the postulate of such a power, 
then it seems that we would justify a general strategy of immunization that 
would make it possible to justify even the phlogiston theory of combustion.28 
Since observation contradicts the prediction of the phlogiston theory that the 
residue of combustion has less mass than the body before combustion, my 
thesis seems to justify the postulate of a tendency, or power, of combustible 
bodies to become lighter during combustion, a power not directly mani-
fested, however, by a measurable loss of weight. However, we are no longer 
open to this objection once we impose on the postulate of powers the condi-
tions usually required for the postulates of theoretical entities: the postulate 
of a power that does not manifest itself directly is scientifically legitimate only 
insofar as it is possible to give — in each situation in which it does not mani-
fest itself — an independent explanation of the fact that it does not manifest 
itself.29 It is legitimate only if it is possible to explain the discrepancy between 
postulated power and manifestation by the interference of factors whose pres-
ence can be detected independently. This means that the Popperian criteria 
that a hypothesis must satisfy in order to have empirical content and not be 
ad hoc apply to the hypothesis that explains the discrepancy, as much as to 
any other scientific hypothesis. The hypothesis of the power of combustible 
bodies to lose mass during combustion is not legitimate because the only 
way to reconcile it with the observed fact that the mass of bodies increases 

27 This objection is analyzed by Lipton (1999) and Schrenk (2006).
28 According to the alchemists, during combustion, combustible substances release a noble 

substance contained within them called “phlogiston.” Ash is the residue that remains once the phlo-
giston is gone.

29 Pietroski and Rey (1995) show that it is necessary and sufficient to impose such a 
requirement in order to save ceteris paribus laws (i.e., laws that do not apply in all circumstances) 
from vacuity.
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during combustion is to make another postulate that cannot be justified in-
dependently: the ad hoc postulate that their mass increases because they give 
off a substance, phlogiston, whose mass has a negative value. Yet postulating 
that a body that falls near the surface of the Earth has the power to fall gt²/2 
metres in t seconds is legitimate insofar as, in each concrete situation that is 
the subject of empirical investigation and in which another distance is meas-
ured, it is possible to find independent reasons for postulating the existence 
of interfering factors (which are also powers) — such as air friction — whose 
superposition on the initial power explains the distance actually observed.

The main conclusion that I propose to draw from this analysis is that the 
fact of substituting for the disposition to fall gt²/2 metres in t seconds, a force 
that in turn produces a tendency to accelerate, corresponds to a change of 
conception of the same property. The first conception of the property involves 
a dispositional predicate whose meaning is linked to the manifestation; this 
gives rise to the suspicion of analyticity. Conversely, the second conception 
of the same property using scientific predicates justifies the idea that it is a 
real and causally efficacious property. Lawful links between two properties 
are never known a priori; in other words, laws of nature are discovered a pos-
teriori. Such links are therefore not analytical, which removes any suspicion 
that properties conceived in this way are “dormitive virtues.” Science makes 
it possible to substitute a categorical conception of a property for its dispos-
itional conception.

The picture that emerges is as follows: the distinction between the dis-
positional conception of a property and its scientific conception can be based 
on the following criteria. When we attribute a disposition to an object, we 
attribute to it a property that exerts a constraint on the evolution of the object, 
which satisfies three conditions.

First, the dispositional predicate expresses only one of the properties of 
the object and the situation in which it is found. The attribution of a dispos-
itional predicate is adequate insofar as we ignore at least some of the other 
properties. A fragile object has a property that imposes on it the constraint of 
breaking when it falls on a hard surface, but properties that we do not know 
about can impose other constraints on it that act against this first constraint, 
so as to prevent it from breaking after it falls. In contrast, insofar as the at-
tribution of the property is part of a complete specification of the situation 
in scientific terms — implying that the outcome is perfectly determined — it 
is no longer an attribution of a disposition. In a situation in which we know 
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that its tendency to break is counterbalanced by an installation that absorbs 
the shock, we would not say that the same vase, in this situation, is fragile, 
insofar as we take account of the whole situation.30 The hypothesis that some 
of the other properties of the situation must be unknown for it to be appropri-
ate to attribute a dispositional predicate helps to explain why it is impossible 
to specify explicitly the “ordinary conditions” under which the disposition 
manifests itself in a test situation. No such restriction is imposed on a scien-
tific conception of properties. The attribution of a property according to its 
scientific conception can occur in principle within the framework of a com-
plete description of the situation.

Second, the attribution of a dispositional predicate implies the truth of a 
counterfactual conditional that necessarily contains a ceteris paribus clause, 
whereas the attribution of a scientifically conceived power implies a strict 
counterfactual conditional without a ceteris paribus clause.31

Third, we think of a property as dispositional insofar as we think of it 
as establishing the dependence (ceteris paribus) of a manifestation on a test 
situation, both of which are specified by observable terms. Falling and break-
ing are observable conditions, as are being dropped and falling s metres in t 

30 It is true, however, that the vase itself, independently of the circumstances, remains 
fragile: it has the capacity to break in other circumstances. Are the sticks of uranium U-235 in a 
nuclear reactor capable of exploding? Under normal conditions, the boron rods inserted between 
the uranium rods moderate the chain reaction by absorbing neutrons. The explosion occurs only 
when the boron rods are removed. Independently of this difference, the uranium rods can be said 
to have the capacity to cause an explosion. In the presence of the boron rods, the dispositional 
property is not manifested by an explosion, but when these rods are removed it becomes efficacious 
and causes an explosion. The fact that its efficacy depends on the context does not show that it is not 
efficacious; it shows only that its presence is not a sufficient condition for the explosion. Bird explains 
that “the combination of a [uranium] pile and boron rods . . . does have a disposition to chain-react 
when the rods are outside the pile, but loses this disposition when they are in the pile. . . . The reactor 
as a whole . . . , i.e., including the fail-safe mechanism, as long as the mechanism is effective[,] has 
no disposition to explode at all” (1998, 229–30). The apparent contradiction between this analysis and 
mine rests on a difference in the choice of object to which the disposition is attributed. The nuclear pile, 
excluding the boron rods, has the disposition to explode; however, the object composed of both the pile 
and the boron rods does not.

31 In quantum physics, there are fundamental probabilistic laws; however, these laws make 
possible predictions of probabilities that are deterministic in the sense that these predictions do not 
depend on partially unknown circumstances, as is the case with predictions based on ceteris paribus 
generalizations, in particular on attributions of dispositions.
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seconds.32 Conversely, the identities of scientifically conceived properties is 
determined by laws that do not necessarily involve observable properties.33

The position outlined here provides an important corrective to Quine’s 
thesis that a disposition is “a partially discerned physical property that will 
be more fully identified, we hope, as science progresses” (1971, 13) as well as 
to Armstrong’s view that “dispositions . . . are primitive theoretical concepts” 
(1973, 420). My analysis shows that the dispositional conception of a property 
can coexist with its scientific conception. Each obeys its own logic and serves 
its specific purposes. The distinction between the dispositional and the cat-
egorical is epistemic in nature and does not introduce a difference between 
efficacious and inefficacious properties. Insofar as it is possible to conceive of 
a property scientifically (i.e., on the basis of the laws of nature that apply to it), 
it is legitimate to consider it as efficacious, even if it can also be conceived in 
a dispositional way. The fact that a disposition does not always manifest itself 
in test situations is explained by the fact that it is not the only property of the 
situation. Moreover, the fact that such a property is not sufficient in itself to 
produce a certain effect is no reason to deny that it is causally efficacious. This 
is also true of clearly efficacious factors, such as the quantity of movement 
M of the billiard ball mentioned above, causally responsible for the fact that 
the struck ball has M after the impact, only because the impact is elastic. The 
uncertainty about the manifestation, expressed in the ceteris paribus clause of 
the conditional linking the test situation to the manifestation, has its origin 
in the partial ignorance of the circumstances; this is a necessary condition 
for the attribution of a disposition. Neither the fact that a property is not in 

32 The manifestation of certain dispositions, which we might call “spontaneous,” does not 
depend on any particular test situation. Radioactive substances have the disposition to disintegrate, 
even though no observable factor triggers the manifestation of this disposition. To have a belief is 
to have the disposition to act as if that belief were true. No external, observable factor is needed 
to trigger an action that manifests the belief: I can express it by saying a sentence without being 
prompted by any external stimulus.

33 Theoretical properties have second-order relational properties by virtue of the laws of 
which they are terms. If a copper cable has the conductivity s, then this conductivity constrains 
other properties of the same object by virtue of the laws in which it appears: for example, it 
constrains the current density and the electric field to be in the ratio J/E = s, by virtue of the law J = 
sE. If object o has mass m, and there is another mass m’ nearby, then the property of o having mass 
m places a constraint on o’s motion, imposing on it the force F =  Gmm’ /r 2, by virtue of the law of 
gravitation. The complete set of properties instantiated by the body determines, together with the 
properties of the environment with which it interacts, its evolution and its causal interactions. For a 
more elaborate defence of this thesis, see Kistler (2002a).
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and of itself sufficient to produce an effect, nor the fact that we do not know 
whether this effect occurs in a situation that we know only in part, constitutes 
a reason to deny that it is causally efficacious.

According to the conception suggested here, a property that common 
sense attributes to objects as a dispositional property can then be scientif-
ically construed as a power. The disposition of the opium smoker no longer to 
feel pain, even in the presence of normally painful stimuli, can be explained 
in scientific terms: this consists of providing a reductive explanation of an-
algesia, or insensitivity to pain, a macroscopic dispositional state of the or-
ganism, in terms of interactions between certain parts of the organism. In 
this explanation, the interaction between the morphine molecule and opioid 
receptors in the superficial part of the dorsal horn of the spinal cord plays a 
key role. In fact, this area of the body is a strategic zone in the neurological 
pain circuit, for this is “where the connection is established between the no-
ciceptive fibres and the neurons that transmit the information to the brain” 
(Besson 1992, 92). The properties of morphine interact with the properties 
of the body, in this case the opioid receptors in the dorsal horn of the spin-
al cord, to produce a constraint exerted on the body and thus to produce 
analgesia. This interaction, and the consequent existence of the tendency to 
induce analgesia, obey a strict (albeit statistical) law according to which the 
levogyric enantiomer of morphine binds with a fixed probability to the dif-
ferent opioid receptors. Without exception, the presence of morphine in this 
area of the body always provokes a tendency to induce analgesia. The power 
of morphine to produce this tendency is always efficacious. However, the an-
algesic tendency of morphine, the result of an interaction between the prop-
erties of morphine and the properties of the body, can be thwarted by another 
interaction, between morphine and an “antidote,” in medical terms, a mor-
phine antagonist, for example naloxone. This molecule prevents the analgesic 
tendency from producing an observable effect, by binding to opioid receptors, 
thereby preventing morphine from attaching to them. In the presence of such 
an antagonist, the tendency of the body that has absorbed morphine not to 
feel pain any longer is not accomplished.

One attributes the dispositional property of being insensitive to pain to 
an opium smoker on the mere fact that she has taken opium (and on the fact 
that she has a human body) but ignores all of the other properties that her 
body might possess. This bracketing of the other properties of the individual to 
whom a given dispositional property is attributed is at the root of the fact that 
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the dispositional property manifests itself only under ordinary conditions. 
It explains the indispensability of reference to such normal conditions when 
making explicit the link between the possession of the dispositional property 
and its manifestation in test situations. The opium smoker has the disposition 
to fall asleep. This does not necessarily mean that she will fall asleep, because 
an antidote can counteract the disposition. But if she does fall asleep, what 
is the causally responsible property? It might be the dispositional property 
even if it could have been present without causing the manifestation (it is 
not sufficient for this manifestation). In other words, designating dormitive 
virtue as the causally efficacious property is a non-specific way of referring to 
the causally responsible property.

Something similar happens when we refer to the cause of some event e 
by saying “the cause of e.” Assuming for the moment that there is only one 
(complete) cause, the cause of e exists, and the expression “the cause of e” 
refers to it. The fact that it can be referred to in this non-specific way does not 
show that there is no cause of e. It exists, and in principle it is possible to iden-
tify it more explicitly. But this might require scientific knowledge. In the case 
of opium, we find that the causally efficacious properties in a case in which 
the ingestion of opium has caused a person to fall asleep are those chemical 
properties of morphine whose interaction with the organism produces the 
tendency to fall asleep. However, we must not confuse the thesis of the exist-
ence of causally efficacious properties with the functionalist thesis that “it is 
the causal basis which is doing the work” (Bird 1998, 233). The disposition is 
not a property distinct from its causal basis (the former being causally inert, 
whereas the latter is efficacious). To attribute a disposition to a complex object 
is to attribute to it (or to its parts) efficacious properties, without being able to 
identify them precisely. There is only one efficacious property, but there are 
two ways of attributing it.

The generic statement about what usually happens to opium smokers (and 
fragile glasses that fall) expresses an analytical link between the possession of 
the disposition and falling asleep under normal circumstances. Yet the par-
ticular causal judgment that such and such a smoker fell asleep because she 
took opium is not analytical because the link between the possession of the 
disposition and the manifestation in a test situation is not analytical. “Mrs. 
X smoked opium at t” does not allow us to deduce a priori that “Mrs. X falls 
asleep at t + Dt.” However, it might be true that “Mrs. X fell asleep at t + Dt 
because she smoked opium at t,” where the “because” has a causal meaning, 
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in the sense that the judgment affirms not only the existence of a causal rela-
tionship between two events but also the responsibility of the fact of having 
smoked opium for the fact of falling asleep. Why is the generic statement 
analytical but not the particular judgment? This difference can be explained 
by the fact that the truth conditions of statements expressing causal respons-
ibility involve properties conceived of in a scientific way. The property causal-
ly responsible for falling asleep is a property of the nervous system, which in 
turn is determined by the chemical properties of the opium absorbed by the 
body alongside those properties of the nervous system.34 When we consider 
its efficacy, we conceive of this property as a power (i.e., as a scientific prop-
erty) and no longer in a dispositional manner. Causal responsibility is based 
on the existence of a nomological link between the causally responsible prop-
erty and falling asleep. The judgment of causal responsibility inherits its a 
posteriori character from the a posteriori nature of the nomological link. The 
air of triviality of the explanation of falling asleep following the absorption of 
opium — by its disposition to induce sleep — disappears as soon as we con-
ceive of this explanation as the outline of a scientific explanation, supposed 
to indicate the causally responsible fact and the causally efficacious property.

One way of expressing the thesis that a given property can be conceived of 
both dispositionally and categorically is to say that the dispositional/categor-
ical distinction applies to predicates designating properties, or to concepts, 
but not to the properties themselves.35 The opposite hypothesis can be refuted 

34 From a scientific point of view, it is possible to aim for the discovery of the “complete 
cause” in a given particular case (i.e., the conjunction of all of the properties that interact with the 
tendency to fall asleep). But even knowledge of the complete cause in a given case does not justify the 
assertion of strict regularity, because it is impossible to list explicitly all of the factors absent in that 
case that might have interfered. Joseph (1980) points out that the traditional ceteris paribus clause 
would be better called ceteris absentibus. Without mention of these absent factors, the presence of 
all of the factors of the complete cause in some situation does not guarantee that the same effect will 
occur.

35 Alston was one of the first to challenge “the assumption that the dispositional and 
‘occurrent’ (‘episodic’) interpretations are incompatible” (1971, 359). The thesis that the dispositional/
categorical distinction applies to predicates rather than properties has been defended by Shoemaker 
(1980), Mumford (1998), and Mellor (2000). “I think that the term ‘dispositional’ is best employed 
as a predicate of predicates, not of properties” (Shoemaker 1980, 211). “Dispositionality is a feature 
not of properties but of predicates, namely of those whose application conditions can be stated in 
reduction sentences. . . . Properties in our sense . . . need not in themselves be either dispositional 
or categorical; those that exist can just be” (Mellor 2000, 767–68). Lowe distinguishes between 
“‘occurrent’ predication” and “‘dispositional’ predication” (2001a, 11). However, his view is 
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in the following way. Suppose that the dispositional/categorical distinction 
applies to properties themselves, independently of the predicates that we use 
to refer to them. All natural properties are components of laws of nature. It 
is by virtue of such laws that the objects possessing natural properties also 
have other specific natural properties. This is also true of properties that we 
do not intuitively regard as dispositions, such as the property of a gas to have 
a certain temperature T or the property of a stone to have a certain mass. 
According to the ideal gas law, all (ideal) gases that have temperature T also 
have, in volume V, pressure p = nRT/V (where R represents a constant fac-
tor and n indicates the quantity in moles of gas molecules contained in the 
sample). Now the existence of this law provides us with a way to conceive of 
properties as dispositional: it gives its possessor the disposition to have an-
other property linked to it by the law. Temperature is a dispositional property 
insofar as it gives the gases that possess it the disposition to have pressure p 
when they occupy volume V. Similarly, the fact of having a certain mass gives 
a stone — thanks to the law of gravitational attraction — the disposition to 
move toward other massive bodies and, in particular, to fall when close to the 
Earth’s surface. Therefore, the hypothesis that dispositionality is a property of 
properties, and not a property of predicates or of our concepts of properties, 
leads to the result that all natural properties — that is, all properties that ap-
pear in laws of nature — are dispositional. But this is clearly incompatible with 
our intuitive understanding of the concept of disposition according to which 
not all properties are dispositional.

The Popperian thesis that all properties are dispositional seems to op-
pose this intuition and thus to undermine my argument.36 However, it can be 
interpreted in a way that is compatible with my thesis that the dispositional/

incompatible with mine: according to Lowe, dispositional predication ascribes a universal property 
to an object via a kind of object of which it is an instance, whereas occurrent predication ascribes an 
instance of a property to the object. This distinction cannot account for the difference between the 
dispositional and the scientific attribution of a property, insofar as it does not involve the semantic 
link between the disposition and its manifestation characteristic of dispositional predicates. Lowe 
conceives of the distinction in purely ontological terms; however, ontologically, the same property is 
involved in both kinds of attribution: the instance that is the object of an “occurrent predication” is 
an instance of the same universal property that is the object of a “dispositional predication.”

36 See Popper (1957). This thesis has also been defended or at least suggested by Harré 
and Madden (1975), Thompson (1988), Cartwright (1989), Blackburn (1990), and Harré (1997). 
Goodman (1983) puts forward the more moderate thesis that there are many more dispositional 
predicates than appear at first sight.
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categorical distinction concerns our concepts of properties rather than the 
properties themselves. We have just seen that there is a way of conceiving of 
any natural property dispositionally. If P is any natural property linked by 
a causal law to another property R, then knowledge of this law enables us to 
conceive of P as “the disposition to cause R.” In this interpretation, Popper’s 
thesis loses the counterintuitive character that we usually attribute to it when 
we interpret it to mean that all properties are dispositional and, consequently, 
that no properties are categorical.37 As long as the distinction is conceived 
of as relating to concepts or predicates, there is nothing to prevent the same 
property from being conceived of alternatively as a dispositional property 
and a categorical property.38

A promising way of conceiving the categorical/dispositional distinction 
at the level of predicates was suggested by Shoemaker (1980).39 A predicate 
D is dispositional if and only if its attribution entails analytically — that is, 

37 There is a formidable objection to this interpretation of the thesis, variants of which 
have been put forward by Holt (1976), Robinson (1982), Blackburn (1990), Armstrong (1999), and 
others. However, this objection that the thesis that all properties are dispositional makes us “lose the 
substance of the world” (Holt 1976, 23) does not apply to the interpretation suggested here.

38 Here are two other ways of reconciling the fact that most properties can be thought of 
dispositionally with the paradoxical appearance of the thesis that all properties are dispositional. 
First, according to Martin (1996) and Heil (2004), every property has a “dual nature”: that is, it 
“endows its possessor with both a particular disposition or ‘causal power’ and a particular quality” 
(Heil 2004, 197). However, rather than providing a solution, this is simply a way of posing the problem 
of understanding how these two apparently incompatible “aspects” can nevertheless coexist. Second, 
to avoid the conclusion that all properties are dispositional, while considering that the categorical/
dispositional distinction applies to the properties themselves, Jackson introduces a distinction between 
properties bound essentially to a certain manifestation in certain circumstances and others thus bound 
only contingently. “What makes a property a disposition is that it itself is essentially linked to the 
production of certain results in certain circumstances” (Jackson 1998, 101). However, insofar as the 
link between a natural property and its manifestation in characteristic circumstances is based on a 
law, it is difficult to justify this distinction. It presupposes that there is, among the laws in which 
a property appears, a first set of laws essential to the property and a second set of laws that apply 
to it only contingently. The property could exist even if the laws in the second set did not exist, 
whereas it could not exist without the laws in the first set. The distinction between two sets of laws, 
in terms of the modal force with which they determine the identity of the property, would require 
an independent justification. In Kistler (2002a), I give arguments in favour of the opposite thesis, 
according to which all of the laws in which a property appears are essential to it.

39 Shoemaker illustrates his analysis with the example of the predicate “is made of copper,” 
which is “not dispositional in this sense. There are causal powers associated with being made of copper 
— for example, being an electrical conductor. But presumably this association is not incorporated 
into the meaning of the term ‘copper’” (1980, 210). The distinction that I offer here is not the same 
as Mumford’s (1998), insofar as I define it in terms of the a priori/a posteriori distinction, whereas 
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by virtue of the meaning of the predicate alone — a counterfactual linking 
a test situation to a characteristic manifestation. The statement “this vase is 
fragile” implies analytically that, if the vase were to fall under ordinary cir-
cumstances onto a hard surface, then it would break. Conversely, the state-
ment “this vase is made of fine clay” implies the same counterfactual but not 
analytically. In this case, the implication is based not on the mere meaning of 
the predicate “to be made of fine clay” but on laws known only a posteriori. 
The laws in which a natural property participates guarantee the existence of 
such counterfactuals, but their knowledge is not always part of the meaning 
of the predicates with which we refer to these properties. This difference is 
the basis for the distinction between dispositional predicates and categorical 
predicates. The attribution of a dispositional predicate implies the counter-
factual that links a test situation to a manifestation analytically and there-
fore a priori, whereas this implication is a posteriori in the case of categorical 
predicates.

4. The Epiphenomenal Trilemma of Macroscopic 
Dispositions
The reality of macroscopic dispositional properties is often questioned for 
reasons to do with their relationships with underlying microproperties. The 
concept of causal basis plays a key role in such arguments. All dispositions 
have manifestations. The causal basis of a disposition is what causes its mani-
festations. From this conception, it follows that all dispositions have causal 
bases since something must cause their manifestations. Insofar as they are 
efficacious, the constituent properties of such a basis are categorical proper-
ties. However, in the case of macroscopic dispositional properties, there are 
several ways of conceiving of the relationship between a disposition and its 
causal basis that could lead one to deny that the disposition has causal powers 
of its own.

First, according to the “functionalist” conception of dispositions (Prior, 
Pargetter, and Jackson 1982), a disposition is a second-order property. 
However, only first-order properties can be causally efficacious. There are 
two reasons for thinking that dispositions are not first-order properties: one 

Mumford sometimes characterizes it by saying (like Jackson 1998) that categorical properties are 
contingently linked to their nomological consequences.
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disposition can have several different bases, and a disposition has its base 
(or bases) only contingently (one disposition could have other bases than it 
actually has).

Second, according to an important concept of reduction (Causey 1977), 
the discovery of the reduction of a macroscopic property to microscopic 
properties is the discovery of an identity. Insofar as a dispositional property 
is identical to its categorical reduction basis, it has no proper causal efficacy 
beyond that of its basis (Armstrong 1973).

Third, the concept of functional reduction offered by Kim (1998) brings 
together elements of the first two conceptions. According to this third con-
ception, to attribute a disposition to an object is to attribute a second-order 
predicate to it: the object has a property that plays the role of causing the 
manifestation (under ordinary circumstances) under test conditions. The 
predicate specifying the role is second order, insofar as the reference to a 
property that plays the role is equivalent to an existential quantification over 
first-order properties. Only the property that plays the role is causally effica-
cious; the disposition that corresponds to the role is not. However, according 
to Kim’s conception, the property playing the role is necessarily microscopic, 
even when the disposition is attributed to a macroscopic object.

None of these conceptions accepts that macroscopic properties have their 
own causal efficacy. This constitutes a dilemma, more precisely a trilemma, 
insofar as there is apparently no other possibility and none of these possibil-
ities seems to be compatible with the common-sense intuition that our cogni-
tive properties are at the causal origins of our actions, without being identical 
to any microscopic property of our brain.40 I call it the “epiphenomenalist” 
trilemma because all of the alternatives deny that macroscopic dispositional 
properties have their own causal powers. Insofar as they have identities of 
their own, they are epiphenomenal. The first horn of the trilemma consists 
of considering dispositions as inefficacious, and the second and third horns 

40 The question of whether this intuition is correct is controversial of course. It is the 
subject of a now classic debate between Wittgenstein (1958), who contests the coherence of an 
entity (a “mental representation”) whose content justifies an action and at the same time is causally 
responsible for that action, and Davidson (1963), who argues contrarily that it is necessary for our 
conception of ourselves as agents who exercise causal power over our own actions to suppose that 
our reasons for acting are simultaneously the causes of our actions. The intuition that I am talking 
about is compatible with Davidson’s position but not with Wittgenstein’s. See Kistler (2006c).
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consider them to be efficacious only insofar as they are identical to their 
microscopic categorical bases.

However, the trilemma can be avoided by conceiving of macroscopic dis-
positions as efficacious properties not identical to their microscopic bases, if 
two premises are accepted: 

(1) the dispositional/categorical distinction applies to 
predicates, not to properties, and 

(2) the categorical basis is not necessarily the reduction basis.

Rejecting these two theses leads to the first horn represented by function-
alism, and accepting (1) but not (2) leads to the last two horns of the epiphe-
nomenalist trilemma, represented by Armstrong’s and Kim’s conceptions of 
dispositions.

Armstrong agrees with thesis (1) that dispositionality and categorical-
ity are two ways that one may conceive of properties, in themselves neither 
dispositional nor categorical. However, he denies that there are macroscopic 
dispositional properties distinct from the microscopic properties to which 
they are eventually reducible. Armstrong takes the example of an occurrent 
fragile state of a piece of glass. This state can be causally efficacious when it 
contributes to making the glass break when it falls. When we do not know 
the causally efficacious properties that are intrinsic properties of the glass, we 
refer to them with a definite description, in terms of their typical effects. The 
predicate is fragile is defined by typical effects that occur in ordinary circum-
stances. However, we are dealing here with only two ways of referring to a 
single state, one direct (but inaccessible to us because of our ignorance of the 
intrinsic nature of the property), the other indirect and referring to its causes 
and effects. Two ways of referring to a state do not transform it into two states 
or two properties. This difference is the result of “a verbal distinction between 
the disposition and the state. (A verbal distinction that cuts no ontological 
ice.)” (Armstrong 1973, 419). According to Armstrong, disposition is a con-
cept that corresponds to a certain functional way of referring to properties or 
states rather than to a particular kind of property or state. “Dispositions . . . 
are marked off from (many) other states by the way they are identified” (419).

So far, Armstrong’s view is compatible with my thesis (1). The contro-
versial step in his reasoning is the following. Armstrong considers that the 
only way to make sense of the idea that the same property can be conceived 
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of, either dispositionally or categorically, is to suppose that this property is 
actually (identical to) its microscopic basis of reduction, which he calls the 
“categorical basis.” However, Armstrong gives no justification for the implicit 
premise that only a microscopic property can be categorical and efficacious.41 
As he puts it, “what then is the disposition, the brittleness? It is the ‘categor-
ical base,’ the microstructure, but it is this property of the object picked out 
not via its intrinsic nature, but rather via its causal role in bringing about 
the manifestation” (1996, 39).42 In the case of brittleness, it is a property of 
the chemical bond between the molecules composing the glass. In the case 
of the disposition to transmit hereditary characteristics, it is the microscopic 
properties of DNA molecules.

A good model for the identity of brittleness with a certain mi-
crostructure of the brittle thing is the identity of genes with 
(sections of) DNA molecules. Genes are, by definition, those 
entities which play the primary causal role in the transmis-
sion and reproduction of hereditary characteristics. . . . In fact 
sections of DNA play that role. So genes are (identical with) 
sections of DNA. (Armstrong 1996, 39).43

41 This premise is often accepted without argument. Mackie characterizes his own “realist 
view” of dispositions by saying that “there will always be an occurrent ground” and immediately 
moving on to assert that this occurrent ground is necessarily different from the dispositional 
property itself. “This ground will not in itself be specifically dispositional” (1977, 365), his example 
being the categorical microproperties underlying the macroscopic disposition of the solubility of 
sugar in water. “In crystalline sugar the feature causally relevant to its solubility in water will be 
something about the bonds between the molecules in the crystal structure” (365).

42 Armstrong starts from Quine’s thesis that, by the use of a dispositional predicate, “we 
can refer to a hypothetical state or mechanism that we do not yet understand” (Quine 1971, 10), a use 
that can be replaced by a direct way of referring to it as soon as science has discovered the intrinsic 
nature of this state. A disposition, according to Quine, is “a partially discerned physical property 
that will be more fully identified, we hope, as science progresses” (13). See Armstrong (1968, 86; 
1997, 73).

43 See also Armstrong (1968, 90). He encounters a difficulty because, on the one hand, he 
maintains that the truth-making relation (between a proposition and a state of affairs) is necessary, 
so that, if having a certain molecular structure makes the attribution of the disposition of being 
fragile true, then it is necessary that all things that have this molecular structure be fragile. On 
the other hand, he holds that laws are contingent and that the relationship between having the 
molecular structure and breaking after falling depends on laws. Later Armstrong (1997) adopts a 
different position, according to which what makes the attribution of fragility true are both molecular 
structure and laws.
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In the case of dispositional mental properties, the underlying properties are 
microscopic properties of the brain.44 Armstrong offers no reason to think 
that the categorical basis of a disposition is necessarily microscopic. However, 
the debate in which he develops his theory suggests a hypothesis about the 
origin of this thesis. In the passage preceding the introduction of his thesis 
on dispositions, Armstrong criticizes Ryle (1949) and Price (1953) for two 
mistakes. The first is their rejection — via a priori reasoning — of the search 
for a microscopic basis that would allow the reduction of a given macroscop-
ic dispositional property, in particular a mental property. The second is the 
verificationist mistake of refusing to accept the existence of theoretical prop-
erties whose identity conditions are independent of any particular verifica-
tion procedure.

Armstrong’s reasoning would be valid if these two mistakes were only 
one mistake. If that was the case, then it would be natural to think that a 
single manoeuvre is necessary and sufficient to avoid the mistake; however, 
the only way to avoid the two mistakes in one step is to postulate a theoretical 
property underlying the disposition that at the same time is the microscopic 
property that provides the basis for its reduction. The identification of the 
disposition with a microscopic theoretical property avoids the verificationist 
mistake since it is a theoretical property whose identity is independent of any 
particular verification procedure, and it avoids the mistake of a priori deny-
ing the possibility of a microreduction.

However, there is no reason to believe that Ryle and Price committed a 
single mistake. To avoid the mistake of verificationism, it is necessary and 
sufficient to postulate a categorically occurring theoretical property whose 
identity is not reduced to a pair <test condition, manifestation> but might 
contribute in different and complex ways to different causal processes. Now 
there is nothing to prevent the property thus postulated from being a macro-
scopic property belonging to the same object as the disposition: the person 
— and not some of her neurons or neuronal circuits — in the case of mental 
properties and the body — and not some section of its DNA molecules — in 

44 Armstrong (1968, 76–77) develops the analogy between these two identifications with 
regard to their contingency. However, Armstrong (1997, 73) explains that this contingency arises 
only from the contingency of the laws of nature that cause DNA, by virtue of its properties, to 
play the role of genes and that cause the brain, by virtue of its properties, to play the roles that 
characterize mental states.
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the case of the ability to transmit hereditary characteristics. Therefore, it is 
conceivable to remedy verificationism, without at the same time remedying 
the other mistake, which consists of rejecting the possibility of microreduc-
tion. This second mistake can be avoided by a second step independent of the 
first step. Microreduction of a macroproperty consists of the discovery of a 
nomological explanation of the existence of the macroproperty of an object, 
based on the microproperties of its parts and their interactions by virtue of 
laws. Molecular biology makes it possible to explain, on the basis of the micro-
scopic components of the human body and their many complex interactions, 
how organisms can pass on some of their hereditary characteristics to their 
offspring. However, this reduction, assuming that it is complete, does not jus-
tify the identification of the dispositional property of having the capacity to 
transmit hereditary characteristics to any particular microscopic property. In 
particular, this capacity might not be identical with any microscopic property 
of (sections of) DNA molecules.45

Once we have distinguished the two steps that separate the dispositional 
conception of a macroproperty from the discovery of the microscopic basis 
for its reduction, it becomes clear that the expressions “causal basis” and 
“categorical basis” are used in two fundamentally different senses: according 
to their first meaning, they designate the categorical property underlying a 
disposition causally responsible for its manifestations, a property that might 
well be macroscopic (i.e., it might belong to the same object as the disposition 
rather than to its parts). Their second meaning is strongly suggested by the 
term “base”: when a microreduction of the macroscopic property underlying 
the disposition has been discovered, what is commonly referred to as the 
“basis of reduction” is the set of microscopic properties of the parts of the 
object that determine the macroscopic property. Armstrong’s mistake is in 

45 See Kitcher (1984); Rosenberg (1985); Morange (1998). Armstrong is well aware that 
identifying a gene with a segment of DNA is an oversimplification; however, he thinks that this 
does not threaten the coherence of his position: “The statement ‘The gene is the DNA molecule’ is 
not a very exact one from the biological point of view. But it will prove to be a useful example in the 
development of the argument, and it is accurate enough for our purposes here” (1968, 77). It seems to 
me, however, that what is at stake here is not a matter of neglecting some details: it is a fundamental 
mistake to take a microscopic property of a part of the organism as the causal basis of the organism’s 
disposition to transmit its hereditary traits. The causal basis of hereditary transmission consists of 
a complex mechanism of which DNA is only one part. The property of possessing this mechanism 
can be attributed only to the organism as a whole and not to one of its microscopic parts, be it DNA.
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confusing these two meanings of “basis” (or “base”) and in admitting with-
out justification that the categorical basis in the first sense of the term must 
necessarily be the basis in the second sense of microreduction base.

Here is a reason to think that there are at least some categorical bases that 
are not reduction bases. Let us suppose that the hierarchy of levels of compos-
ition of macroscopic objects is not infinite but contains a level of absolutely 
“atomic” objects and properties no longer microreducible because the objects 
belonging to this level have no parts. In this case, the chain of microreductions 
stops with the discovery of this fundamental level. A property M belonging to 
this absolutely fundamental level gives causal powers, at least indirectly, to its 
possessors; otherwise, there would be no reason to postulate its existence. The 
powers that M gives to its possessors have a categorical basis: the properties of 
the object causally responsible for the manifestations of those powers. Now, 
given that M has no reduction basis, this categorical basis can consist only of 
M itself or of other properties belonging to the level of M.

My thesis that dispositionally conceived properties can also be categor-
ically conceived suggests a simple solution to the “problem of the missing re-
duction base” raised by Molnar (1999, 8). Molnar shows the implausibility of 
three attempted solutions to this problem, created by the difficulty to accept 
both of the following two theses. Every disposition has a categorical basis, in 
the sense of a microreduction basis, and there are fundamental particles that 
have absolutely no structure. The three rejected attempts to reconcile the two 
are the following. (1) The causal basis of particles without internal structure 
consists of global properties of the universe.46 (2) It is speculated that an in-
finite hierarchy of levels of structure is hidden beneath the level that appears 
to us as absolutely fundamental. (3) The fundamental properties of absolutely 
simple particles are not dispositional. After rejecting these three propositions, 
Molnar concludes that, “when it comes to the fundamental micro-entities, 
no suitable properties exist that could serve as a causal base for their dispos-
itions” (17). Similarly, Mumford concludes that, in the case of a fundamental 
property for which there is no microreduction, “we have . . . just the one mode 
of characterising it available to us, the dispositional” (1998, 169).

This conclusion is paradoxical insofar as it implies that the manifesta-
tions of the powers provided by fundamental properties have no cause. My 

46 Harré (1986, 295) has proposed the idea of such an “ultra-grounding.”
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distinction concerning the two meanings of the term “basis” offers a way of 
avoiding this: in the absence of a microreduction basis, the way to avoid this 
conclusion is to suppose that the dispositional property of a fundamental par-
ticle is itself the categorical basis causally responsible for its manifestations.47

Let us see how my two theses (the dispositional/categorical distinction 
applies to predicates and not to properties, and the categorical basis is not 
necessarily the reduction basis) make it possible to avoid the conclusion of 
the so-called functionalist conception of dispositions according to which 
macroscopic dispositional properties are epiphenomenal (Prior, Pargetter, 
and Jackson 1982), where causal efficacy is reserved for microscopic bases.

According to Prior, Pargetter, and Jackson, if a dispositional property 
is designated by a second-order macroscopic predicate, then its categorical 
basis is a first-order microscopic property. Prior, Pargetter, and Jackson put 
forward two reasons to justify the “distinctness thesis” (1982, 253), accord-
ing to which the causal basis is neither dispositional nor macroscopic. The 
first reason is that a disposition typically has several bases. This prevents, by 
virtue of the transitivity of identity, the identification of each of them with 
the dispositional property. The second reason is that, even in the case of dis-
positions that have only one causal basis, the disposition has its basis only 
contingently, whereas the identity of a dispositional property with its basis 
should be necessary, given that the corresponding predicates are rigid desig-
nators (Kripke 1972). However, the conjunction of the distinctness thesis and 
the thesis that the causal basis causes the manifestations of the dispositional 
property implies that the disposition itself is causally inert. If the basis causes 
the manifestations, along with the triggering situation, and if the disposition 
is distinct from the basis, then, if generalized overdetermination is excluded, 
the dispositional property itself is causally inert.48

47 Hypothetical dispositions for which there is no microreduction are often called 
“ungrounded dispositions” (see Mumford 1998, 167; Molnar 1999). However, in the sense of “basis,” 
where this expression designates the property of the possessor of the disposition causally responsible 
for its manifestations, it is clear that every disposition necessarily has a basis. Therefore, to say that 
a disposition has no basis can only mean that it cannot be reduced and therefore has no reduction 
basis.

48 Systematic but accidental overdetermination is implausible. It is implausible that every 
effect has several complete causes that act in parallel but independently of each other. However, it is 
not implausible that there can be two sets of properties instantiated at the same place and time, both 
sufficient for the same effect, that are not independent insofar as one set of properties nomologically 
determines the other. See Chapter 5.
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The functionalist view makes two mistakes.49 It is correct that a predi-
cate that defines a property dispositionally (or functionally) is a second-order 
predicate, insofar as it contains an existential quantification over the proper-
ties that play the role. It is also correct that, insofar as a property is causally 
efficacious, it can be conceived of with a first-order concept. Yet it is incorrect 
that the existence of two ways of conceiving of a property entails the existence 
of two properties and to infer from the fact that the efficacious property is ex-
pressed by a first-order predicate to the fact that the property is microscopic.

The distinction between the first and second orders that concerns predi-
cates and concepts is independent of the distinction between the macroscopic 
and the microscopic, which concerns properties (see Kim 1997b, 1998). Given 
that functionalists neglect these two distinctions, they arrive at the following 
three mistaken conclusions: (1) the “causal basis” is necessarily microscopic, 
(2) dispositional properties — rather than the predicates that express them — 
are of second order, and (3) therefore they lack causal efficacy.50

5. The Example of Colour Representation
The perception of colours by the human visual system can serve as an illustra-
tion of the argument developed above. In psychology and psychophysics, col-
our representations are conceived of as macroscopic dispositional properties 
of persons: they give them the disposition to make similarity and discrimin-
ability judgments.51 To explain these judgments, which are observable data, 
we can postulate the existence of a mental or cognitive space specific to colour 
representation. Such a postulate goes hand in hand with the construction of a 
theory that describes unobservable entities in such a way as to be able to ex-
plain a certain number of observable facts and empirical regularities. Shepard 
(1962) showed that similarity judgments52 contain sufficient constraints to de-

49 I found the same mistakes in the a priori reduction of Jackson and Chalmers (see Chapter 
2). See Kistler (2004b, 2005d).

50 Armstrong avoids the mistake of inferring from a duality of conceptions to the existence 
of two properties, but he makes the functionalists’ mistake of thinking that efficacious first-order 
properties are necessarily microscopic. See Block (1990); Armstrong (1996).

51 Two colours are discriminable if a normal subject can distinguish them systematically 
under ordinary conditions.

52 See Clark (1993). Shepard uses only the order of similarity between the pairs of stimuli 
presented to the subjects, as it appears in the subjective judgments of subjects, without using 
quantitative estimates made by the subjects of the apparent distances between the stimuli. In 
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termine,53 for any domain of perceptual qualities, (1) the minimum number 
of dimensions that the cognitive space must have in order to represent the 
stimulus domain in question, and (2) the location, in the cognitive space, 
of each represented stimulus (i.e., the coordinates of the representations of 
the different stimuli in the cognitive space). The algorithm developed by 
Shepard enables him to construct “maps” of a number of cognitive spaces 
corresponding to different stimulus domains: the “structure of proximity” by 
which a subject represents, among other things, the different facial expres-
sions of other members of his species (Shepard 1962), colours (Shepard 1962, 
1965), the consonants of his mother tongue (Shepard 1974), musical intervals 
(Shepard 1974), and familiar animals (Shepard 1974).

In the case of colours, the first result obtained by the algorithm is that 
two is the minimum number of dimensions that the cognitive space con-
taining the colour representations visible to the human visual system must 
have (leaving aside the dimension of luminosity). Any assumption of a sim-
pler cognitive structure would be incompatible with the experimental data. It 
is impossible to account for judgments of similarity between (perceptions of) 
colours on the basis of a cognitive space of representation that has only one 
dimension: on the basis of judgments of similarity between red and yellow, 
yellow and green, green and blue, blue and violet, we could attempt to situate 
the representations of these colours within a single dimension in the order 
of the rainbow. However, this one-dimensional representation would not ac-
count for the perceptual similarity between red and violet. If the representa-
tion of colours were structured in one dimension in the order of the rainbow, 

addition to direct judgments of similarity, Shepard uses data obtained by more indirect methods 
that make it possible to judge the proximity of stimulus representations in cognitive space. In 
particular, these methods use the frequency with which subjects confuse different stimuli, the delay 
required to discriminate between two stimuli, or (for small children and animals) the size of the 
orientation reflex when the first stimulus is replaced by the second.

53 Mathematically, Shepard’s algorithm uses two a priori constraints. First, it assumes that 
the function relating apparent similarity to proximity in the representation space is monotonic. 
The monotonicity of the function guarantees that, if colours A and B are judged to be more similar 
than colours C and D, then the distance, in cognitive space, between representations R(A) and 
R(B) is less than the distance between representations R(C) and R(D), and conversely apparent 
similarity depends, in the same systematic way, on the distances between representations. In 
particular, the representations of the stimuli judged to be the most similar must be separated by the 
shortest distance. Second, cognitive space has the smallest dimension that allows us to construct a 
monotonic and unique function linking apparent similarities to distances between representations 
in cognitive space.



The Material Mind128

then red and violet would have to be the most dissimilar colours, whereas 
in reality they are more similar to each other than each is to green or yel-
low, for example. Shepard’s second result is that there is a unique topological 
structure or “map” of represented colours related by a monotonic function to 
similarity judgments. In Figure 3.1, the representations of the different visible 
colours are located on a circle.

Figure 3.1 Representations of some colours in cognitive space. The wavelength of the colour stimuli is 
indicated in nm (nanometres). Adapted from Shepard (1962, 236).

Insofar as colour representations are conceived of as intermediaries 
between stimuli and similarity judgments, they are indeed dispositional 
properties. However, once we have freed ourselves from the verificationist 
prohibition that prevented Ryle from conceiving of representations as en-
tities independent of any particular manifestation, we can consider colour 
representations as theoretical entities that make it possible to produce caus-
al explanations of similarity judgments. As theoretical entities not directly 
observable but postulated in order to explain observable phenomena, they be-
long to the same category of entities as protons and neutrons, whose existence 
makes it possible to construct causal explanations of phenomena observed 
after the interactions of particles produced in a particle accelerator.

The hypothesis of the existence of colour representations and of the 
structuring of these representations in a cognitive space is independent of the 
discovery that these representations and this space can be reduced to neuro-
physiological entities. Similarly, the legitimacy of the postulate of the existence 
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of protons and neutrons is not conditioned by their possible microreduction, 
an issue independent of their existence. The neurophysiological reduction 
of colour representation is the subject of intense research, which suggests 
the existence of a complex mechanism involving several areas of the cortex, 
in particular area V1 of the visual cortex and the inferior temporal cortex 
(Conway et al. 2010). Such a reduction has already been achieved in the case 
of a number of other cognitive spaces, corresponding to the representation 
of certain perceptual domains in certain animals: the neural structure used 
by the barn owl (Tyto alba) to represent the location of a sound source has 
been identified in the upper layer of the optic roof of this animal’s brain (see 
Gallistel 1990, 478 ff.); neuroscientists have also succeeded in discovering the 
neural structure located in the auditory cortex of the bat used to represent 
the position and speed of an object using echolocation (see Gallistel 1990, 
492 ff.). In each case, the subjective sensation — which causes the action or 
judgment — results from the simultaneous activation of a large number of 
neurons located in the area corresponding to the cognitive map of the rel-
evant perceptual domain. According to one hypothesis, the representation 
produces its effects through a mechanism equivalent to the vector calculation 
of the average activation, performed on all of the neurons in the relevant area 
(see Gallistel 1990, 489, 515; Churchland and Sejnowski 1992, 233–37).

The lesson that I propose to draw from this brief examination of some 
of the results of psychological and neurophysiological research on the rep-
resentation of colours is that it is coherent to conceive of the categorical basis 
of the psychological property that produces the manifestations of the rep-
resentation of colours as a theoretical macroscopic property. It belongs to the 
person rather than to its microscopic parts, such as its neurons. It is an in-
dependent issue whether a microscopic (i.e., neuronal) basis can be found that 
provides a reductive explanation of this macroscopic psychological property.

6. Dispositional Properties with Multiple Manifestations
An important reason for considering that there are powers (i.e., real proper-
ties that make dispositional statements true) is that a natural property gen-
erally makes true a whole set of attributions of dispositions.54 This is often 

54 The reasoning set out in this section is developed in Kistler (2012, 2020).
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expressed by saying that many dispositional properties are “multi-track” (i.e., 
they can manifest themselves in several ways).55 

Let us take the example of an electric charge. The fact that an object x has 
the elementary electric charge q makes true the attribution of several dispos-
itions to this object:

1. The disposition of x to undergo a force  if x is in 
the electric field .

2. X’s disposition to attract a second object carrying a charge 
q* at distance r with a force of  (Coulomb 
force), where  is a constant.

3. The disposition of x to undergo a force  
(Lorentz force) if x moves with speed  in a magnetic  
field .

4. The disposition of x to carry a magnetic moment 
 if x is rotating with speed  around a circle 

of radius .

These four dispositions are not identical: it is not the same thing for the 
object x to have the disposition to undergo a force  (manifestation M1), 
if x is in an electric field  (test condition T1), to have the disposition to exert 
the force  (manifestation M2) on a second object located at dis-
tance r and carrying an electric charge q* of the opposite sign (test condition 
T2), and to have the disposition to undergo the force  (manifesta-
tion M3), if x moves with speed  in a magnetic field  (test condition T3).

The fact that these dispositions are different might seem to be paradoxical, 
insofar as they are all dispositions of bearing the elementary electric charge, 
a single property. The paradox can be avoided by distinguishing these dispos-
itions from the underlying natural property that I have called a “power.” The 
postulate of such an underlying natural property is a way of accounting for 

55 Ryle envisages the possibility of dispositions that possess an infinite number of possible 
manifestations. “The higher-grade dispositions of people . . . are, in general, not single-track 
dispositions, but dispositions the exercises of which are indefinitely-heterogeneous” (1949, 32). See 
also Mellor (2000, 760).
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the fact that the dispositions mentioned are indissociable: nothing has one of 
these dispositions, or part of them, without having them all.

What is the relationship between the property of being electrically 
charged and the various dispositions Di that this property gives to a charged 
object? The property of being charged cannot be identical to all of these dis-
positions Di, insofar as the Di are not identical to each other. Nor can it be 
identical to one of them to the exclusion of the others, insofar as it is not more 
closely linked to one of the Di than to the others.56

The concepts of natural property and power are metaphysical, whereas 
the concept of disposition is semantic. The postulate of a natural property 
that is part of the truth-maker of disposition attributions makes it possible 
to explain in simple terms why the different dispositions of electric charge 
are indissociable: the natural property constitutes a common element of the 
truth-makers of attributions of these different dispositions.

As we have seen above, if an object x has a disposition Di to manifest Mi, 
then x has a “causal basis” of Di, which consists of the set Bi of all the intrinsic 
properties of x that contribute causally, together with the test condition Si 
and background conditions, to bring about Mi. If an object has several dis-
positions, then each one, in general, has a different causal basis. However, 
when several dispositions are inseparable, in the sense that their attribution 

56 Menzies (1988) offers another argument against identifying a dispositional macroproperty 
with the underlying microproperty. He uses an example borrowed from David Lewis, to try to show 
that the electrical conductivity and thermal conductivity of a metal are two dispositions based on 
the same set of microproperties, namely the properties of the metal’s “free” electrons (i.e., electrons 
not chemically bound to individual atoms). Given the transitivity of identity, these dispositions 
cannot be identical with their common reduction base without being identical to each other, which 
they are not. But, on closer inspection, the reduction bases of these two dispositions are not exactly 
the same. In the reduction model offered by Drude in 1900, the electrical conductivity s and the 
thermal conductivity k are determined by different properties of the free electrons: the electrical 
conductivity s is determined by the microscopic properties n (the number of free electrons per 
cubic centimetre), e (the unit of electric charge), t (the relaxation time or mean free time of the free 
electrons: i.e., the mean interval between two collisions), and m (the mass of an electron), according 
to the formula  (Ashcroft and Mermin 1976, 7), whereas the thermal conductivity k is 
determined by n, t, m, and T (temperature), according to the formula  (Ashcroft 
and Mermin 1976, 23), where kB represents the Boltzmann constant. Block is therefore right when 
he notes (in correspondence with Jackson) “that cases where different dispositions seem to have the 
same basis, and, more generally, cases where different functional roles appear to be occupied by the 
same state, turn out, on examination, to involve subtly different bases and states” (Jackson 1998, 
92n103). However, this case is compatible with my thesis that different properties of the microscopic 
parts of the metal determine different macroproperties of the metal.
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to a given object always has the same truth value, we can assume that these 
dispositions share a common causal basis.

In the example of the dispositions associated with an electric charge, 
the postulate of the property of being electrically charged makes it possible 
to dissolve the apparent paradox of “multi-track” dispositions. The fact of 
possessing this property, or this power, necessarily gives the object all of the 
dispositions associated with it. If there are single-track dispositions, then 
they are a special case. However, it is unlikely that such dispositions exist. 
The property that would contribute to the truth-maker of the attribution of a 
“single-track” disposition would be a natural property not linked by laws of 
nature to any other properties.

The postulate of the existence of a natural property that acts as a 
truth-maker for attributions of disposition is fallible and subject to evalua-
tion according to the usual criteria for the evaluation of scientific theories. 
There are two reasons for postulating a theoretical property: the fact that this 
postulate constitutes the best unifying explanation of a set of phenomena and 
the fact that it is fruitful for suggesting new empirical hypotheses.

One of the reasons for postulating the existence of electric charge is that 
it is the best unifying explanation of the fact that the above-mentioned dis-
positions are inseparable. The fact that this property constitutes a common 
truth-maker for the attribution of all these dispositions explains why every 
object that has one of them also has all of the others.

It is important in this context to bear in mind the distinction between 
the causal basis and the reduction basis. My argument provides no reason to 
think that the causal basis of a disposition, defined in terms of test condition 
and macroscopic manifestation, is microscopic.

At first glance, it might seem that multiply manifested dispositions 
are a superficial phenomenon that should not play any role in metaphysics. 
According to Bird, “we do not need to posit fundamental multi-track dis-
positions” (2007, 24). The reason is that it is always possible to analyze such 
dispositions in terms of single-track dispositions. Bird presents two reasons 
in favour of this thesis. The first reason is that (T1) all multi-track dispositions 
(which he calls “impure”) are conjunctions of single-track dispositions (which 
he calls “pure”). According to (T1), it is equivalent to attribute to an object 
an impure disposition and to attribute to it a conjunction of pure dispos-
itions. We have already developed a reason for contesting this equivalence: a 
theoretical power such as an electric charge is not equivalent to a conjunction 
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of dispositions to which the charge gives rise (see Carnap 1936–37, 444–45; 
Mumford 1998, 41).

First, powers such as electric charge provide unifying explanations of sets 
of dispositions. If the possession of some electric charge were equivalent to 
the conjunction of the dispositions to which it gives rise, then the fact that the 
dispositions in this set are inseparable would be a brute fact. The postulate of 
an underlying power makes it possible to offer a metaphysical explanation of 
that fact.

Second, the idea that a power is the truth-maker of an inseparable set 
of dispositions accounts for the possibility of scientific discoveries. It might 
happen that, once the power has been postulated, it is discovered that there is 
in fact a larger set of inseparable dispositions of which the previously known 
set constitutes a subset. Let us say that electric charge was associated at some 
point with the dispositions (1), (2), and (3) mentioned above, before it was dis-
covered that the set of dispositions associated with charge contained a fourth 
element (4). This discovery shows that it would have been wrong to consider 
the property of being charged as equivalent to the conjunction of the first 
three dispositions. It is characteristic of natural properties that it is always 
possible to discover new dispositions to which their possession gives rise.

The second reason for which Bird contests the fundamental status of im-
pure dispositions is that (T2) “all impure dispositions are non-fundamental” 
(2007, 22), which means for Bird that they are microreducible. According 
to his reasoning, dispositions with multiple manifestations are reducible in 
terms of microscopic properties that he assumes to be necessarily “pure.” In 
other words, they are single-track. However, as we have seen, (1) the existence 
of the causal basis of a disposition is independent of the issue of its microre-
ducibility, and (2), even if a given causal basis is microreducible, there is no 
reason to suppose that the reduction basis is not itself a property that gives 
rise to many dispositions.

The reasons for postulating a natural property underlying a set of in-
separable dispositions are stronger in the case of mental properties, insofar 
as dispositional properties such as speaking French or being shy give rise to a 
much larger variety of manifestations than electric charge.
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My objection to Bird’s thesis takes up a well-known argument against 
operationalism.57 If, as is commonly the case with theoretical predicates in 
science, there are several operations that can serve as criteria for the applica-
tion of the predicate, then one cannot identify the meaning of a theoretical 
predicate with an operation that determines its application conditions. It is 
generally acknowledged that the operationalist position is refuted by the fact 
that it leads to the incoherent result that the different operations used as cri-
teria for the application of a theoretical concept are nevertheless, by virtue of 
the transitivity of their identities with the meaning of the predicate, identical 
to each other. Now the operations that serve as criteria for the application 
of theoretical predicates take the form of conditionals: for an object x that 
conducts heat and electricity, “x has a temperature of 20°C” can be justified 
not only by the dispositional conditional “If we put x in thermal contact 
with a mercury thermometer, then the thermometer will indicate 20°C,” but 
also by the conditional “if we measure the resistance of x, then we will find

 ” (where the proportionality factor A between resistance and tem-
perature is assumed to be known). To avoid having absurdly to identify these 
different operations, we must consider that temperature is a property whose 
identity does not coincide with any of its application criteria. It is plausible 
that the list of criteria is open ended in general, so that the satisfaction of any 
one criterion is not by itself necessary or sufficient for the application of the 
concept. It is a good reason, but it is fallible; measurement operations can fail 
(or succeed for the wrong reasons). If the thermometer malfunctions, then 
the result of the measurement will not coincide with the real temperature, or 
it will coincide with it only by a fortunate coincidence.58 Such concepts, while 

57 See, for example, Hempel (1966). Armstrong calls Ryle’s conception the “operationalist 
account of dispositions” (1968, 86).

58 It can also be argued (Carnap 1936–37; Stegmüller 1983,  162 ff.; Hempel 1965b) that 
reduction statements cannot be analytical because, when there are different reduction statements for 
the same disposition, their conjunction has synthetic consequences: what makes the compass needle 
turn also attracts iron filings. Since the reasons for being analytical are the same for all reduction 
statements, none is analytical. From this, we can draw the conclusion that dispositional predicates 
cannot be reduced analytically to observational predicates and that they designate irreducible 
theoretical properties. In a similar way, Mellor (1974, 175) replies to the objection of the apparent 
triviality of an explanation by a dispositional property that it would be valid only if that property 
(e.g., fragility) had as its only criterion of application the manifestation that it is supposed to explain. 
Dispositional properties are subject to the general criterion that is “to characterize as physically 
real only things that can be identified in ways other than, and independently of, the procedures 
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linked to conditional application criteria, cannot be equated to any one of 
these criteria or to their conjunction or disjunction.

Ryle is undoubtedly right to criticize “the addicts of the superstition that 
all true indicative sentences either describe existents or report occurrences” 
(1949, 108). However, we have found reasons to think that judgments that 
attribute a multi-track disposition can have the descriptive function that Ryle 
contests and that the dispositional properties thus attributed are occurrent 
properties. We have also seen that this puts us in a position to understand the 
complex and fallible link between these properties and the conditionals that 
serve as criteria for their attribution.

7. Conclusion
I have tried to show in this chapter that macroscopic properties such as my 
present intention to write the word disposition can be causally efficacious in 
bringing about their manifestations, although they can also be conceived of 
as dispositional properties. The defence of this thesis involves arguing in fa-
vour of the hypothesis that the categorical/dispositional distinction applies 
primarily to predicates and to the concepts expressed by those predicates and 
only indirectly to the properties designated by those predicates. If this is cor-
rect, then a dispositional predicate and a categorical predicate can designate 
the same property. We have seen that this conception allows us to refute a 
number of traditional objections against the efficacy of dispositional prop-
erties and that it allows us to escape what I have called “the epiphenomenal 
trilemma” with respect to macroscopic dispositional properties. According to 
some important and currently debated accounts, these properties are either 
epiphenomenal and therefore causally inert or efficacious only by being iden-
tical to microscopic properties that also constitute their reduction basis. I 
have shown that it is coherent and plausible to consider that a macroscopic 
dispositional property itself can be causally responsible for its manifestations 
and that the same property can be conceived of in principle in a categorical 
way. Whether such a property is reducible is a matter independent of the issue 
of its causal efficacy; however, the discovery of a reduction does not by itself 

used to define those things” (Nagel 1961, 147). “If we take the, perhaps infinite, set of possible sorts 
of manifestation or expression of a belief that p, the only unifying factor we can discover in the set 
is that they might all spring from, be manifestations or expressions of, the one belief” (Armstrong 
1973, 421).
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warrant an identification of the reduced property with the reducing property. 
To acknowledge the causal efficacy of macroproperties does not lead to an 
unacceptable overdetermination of their effects. The microproperties in the 
reduction base cause those effects only indirectly by determining the macro-
scopic property. We can therefore accept the intuition that my act of writing 
the word disposition has been caused by my decision to do so. That decision 
is a macroscopic mental property not identical to any microscopic property 
of my brain.
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4

Emergent Properties

1. Introduction
The aim of this chapter is to justify the causal efficacy of mental properties 
by presenting the hypothesis that these properties are emergent. A concept 
of emergence appropriate in this context must satisfy the following require-
ments: it must apply to certain psychological properties; it must be compatible 
with contemporary science; it must respect the methodological requirement 
not to prejudge scientific discoveries, in particular with regard to the reduc-
tion of mental properties to neurophysiological properties; and it must justify 
the thesis that emergent properties are causally efficacious and not merely 
epiphenomenal. The guiding idea is that emergence characterizes certain 
properties of complex objects qualitatively different from the properties of 
the parts of these objects and that the concept of emergence applies to prop-
erties of structured objects at all levels: the emergence of mental properties 
from neurophysiological properties of the brain belongs to the same category 
of relation as the emergence of the chemical properties of molecules from the 
physical properties of the atoms that make them up.

Emergent properties belong only to complex objects. There are many ex-
amples of intuitively emergent properties, including the macroscopic proper-
ties of water and ice, emergent with respect to the microscopic properties of H 
and O atoms; the disposition of hemoglobin molecules to bind and discharge 
oxygen, emergent with respect to the properties of the atomic components of 
these molecules; the disposition of living organisms to transmit their heredi-
tary characteristics, emergent in relation to the properties of certain parts of 
their bodies and in particular in relation to the properties of DNA molecules 
and the genes that they contain; and, finally, the collective behaviour of a 



The Material Mind138

colony of ants, emergent in relation to the behaviour of the individuals that it 
contains (see Holland 1998; Johnson 2001).

A condition traditionally imposed on emergent properties is that of being 
new: the property E of the structured object s is emergent only if none of its 
parts p1 . . . pn has E. However, we will see that it is not easy to determine a suf-
ficiently restrictive sense of what “new” means in this context to prevent the 
result that all properties of s count as emergent. I will propose the following 
criterion: a property is new if it possesses new causal powers that correspond 
to new laws.

The need to be compatible with science and not to prejudge reducibility 
means that we have to abandon the predominant criterion in the traditional 
conception of emergence: the irreducibility of emergent properties. Within 
the framework of the conception of emergence that I am going to develop, 
emergence is compatible with reducibility: reduction requires the discovery 
of a set of laws that guarantees the existence of an instance of the reduced 
property each time the set of reducing properties is present. This is compat-
ible with the emergence of the reduced property: the properties of the parts of 
the complex object s, together with the relations existing between these parts, 
give rise, according to what I will call a “law of composition,”1 to emergent 
properties of s. These properties are emergent in the sense that they give the 
whole causal powers that its parts do not have. In fact, the nomological origin 
of emergent properties guarantees their reducibility.

1 I am moving away from the terminology of Cummins (1983), which has the merit of 
insisting on the need to recognize non-causal forms of explanation. According to the terminology 
proposed by Cummins, a “law of composition” determines the analysis of a system: it is therefore 
the type of system, a property of the whole, that determines the type of parts. I have two objections 
to this interpretation. The first objection is that it invites confusion between the direction of 
investigation and the direction of objective determination: first we know the property of the whole; 
then we direct our investigations toward its components and the mode of their composition. But 
the concept of law requires that a law determine the objective relationships between properties, 
independently of epistemic priority and the direction of our investigation. If we accept that the 
properties of the parts determine those of the whole, then it is consistent with the ontological (i.e., 
realist) interpretation of laws to conceive of the laws of composition as the ontological basis of this 
determination: the laws of composition thus determine the whole on the basis of the parts, in a 
“bottom-up” direction, whereas Cummins conceives of the meaning of determination as being 
“top-down.” The second objection is that Cummins excludes by definition the nomological analysis 
of multi-realizable global properties. There is no single “law of composition” (in Cummins’s sense) 
of the property of being an eye. However, there are “laws of composition” in the sense proposed here 
for each type of eye.
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This conception will allow us to make a qualified judgment of the possi-
bility of explaining emergent properties. Reduction, always possible in princi-
ple, even if its complexity might put it practically beyond our reach, provides 
a scientific explanation of an emergent property. In this sense, we must reject 
the traditional claim that emergent properties are “inexplicable.” However, it 
is possible to salvage the intuition that motivates that claim by applying the 
judgment of inexplicability, at least in part, to the laws of composition.

The new qualities of mental properties, in relation to the underlying 
neurophysiological properties, retain some of their intuitively mysterious 
character because the laws of composition that give rise to the existence of 
mental properties are a posteriori, and although they are necessary, like all 
laws (see above and Kistler 2002a, 2005a), it is conceivable that they are dif-
ferent from what they actually are. Even when we have discovered by virtue 
of which laws a phenomenon regularly occurs in specific circumstances, and 
when we have in this sense explained the phenomenon, nevertheless we can 
justify the intuition that we still have not fully explained the phenomenon, 
insofar as we have not explained the laws themselves that explain the phe-
nomenon. The explanation of these laws has a limit in the axioms of the best 
theory,2 which are always a posteriori and conceivably different from what 
they are in reality. However, the mystery of the quality of mental properties is 
no greater in principle than the mystery of the quality of chemical properties. 
If it is greater for us today, then it is only because we are further away from the 
discovery of the laws of composition that give rise to mental properties, based 
on neurophysiological properties, than we are to the discovery of the laws of 
composition that give rise to the chemical properties of molecules, based on 
the properties of their atomic components.

2. Minimal Conditions and Weak Emergence
The concept of emergence is supposed to do justice to a twofold conviction. 
The first is that emergent properties, particularly cognitive properties, are 
real but distinct from the neuronal properties underlying them. According 
to the second, they are determined exclusively by the underlying material 

2 According to the “best system account” of the laws of nature, due to Mill and Ramsey 
and more recently developed by David Lewis, “a contingent generalization is a law of nature if and 
only if it appears as a theorem (or axiom) in each of the true deductive systems that achieves a best 
combination of simplicity and strength” (1973, 73).
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properties; in particular, cognitive properties are determined by the prop-
erties of the brain of the subject as well as those of the rest of her body and 
the environment with which she interacts. This conviction amounts to giving 
cognitive properties an intermediate status: they are distinct from the prop-
erties belonging to the parts of the subject, in particular the brain and the 
parts of the brain, as well as from those properties of the subject of the same 
quality as the properties belonging to its parts, such as her mass or volume. 
However, they are not independent of her brain and, more generally, of her 
body and environment. To say that the perceptual state of a person looking 
at a red tomato is an emergent property is to say that only a cognitive system 
obeying precise architectural constraints can possess it. Yet nothing simpler 
can have this experience; in particular, none of the parts of the system can 
have it. For example, the visual system alone, isolated from the rest of the 
brain and body, cannot have such experiences. This is what we mean when 
we say that the perceptual state is not a “resultant” property: a property of 
an object is resultant if it is not qualitatively different from the properties of 
its parts. Conversely, however, the perceptual state is determined exclusively 
by physical and physiological conditions of the brain, alongside the rest of 
the body and its particular environment. In this sense, emergentism is op-
posed to dualism: an emergent property is different from the properties of the 
substrate that brings it into existence, but it is this substrate and its physical 
environment that exclusively determine its nature.

The task of characterizing emergence can therefore be broken down into 
two parts. The first and easier part consists of distinguishing the emergent 
properties of an object from hypothetical “dualist” properties, whose exist-
ence and nature would be determined by something other than the material 
properties of the object’s parts and their interactions. We can establish this 
distinction by means of three constraints that a property must satisfy in order 
to be emergent. In other words, the existence of a property that violates one of 
these constraints can be accommodated only within a dualistic framework.3 
Conversely, the fact that a property satisfies these constraints is not enough 
to make it emergent in the strict sense: these are necessary but not sufficient 
conditions. They are also satisfied by resulting properties and in particular, 
in the case of properties of people, by their purely physical and physiological 

3 The satisfaction of these constraints corresponds to what Stephan calls “the weak theory 
of emergence” (1999, 66–67).
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properties. The more difficult task will be to distinguish emergent properties 
from these resultant properties. The three constraints are as follows.

First, an “anti-dualist” condition that emergent properties must satisfy is 
that they belong only to physical systems (i.e., systems composed exclusively 
of physical parts). Everything that is emergent — whether property, process, 
or structure — belongs to a system made up exclusively of physical parts. This 
condition makes emergence compatible with physicalism.

Second, a property P of a complex system can be called “emergent” only 
if it does not also belong to parts of the system. Having a certain mass is a 
property that belongs to a person as a whole, but it also belongs to its parts. 
This is enough to justify the intuition that the property of having a mass does 
not “emerge” at the level of the cognitive system, because it is already present 
at the lower levels of complexity to which its parts belong. We can express this 
condition by saying that emergent properties are systemic properties of an 
object, which means that no part of the object possesses them (Stephan 2006).

Emergent properties are “anti-homeomerous.” To take Armstrong’s def-
inition, “a property is homeomerous if and only if for all particulars, x, which 
have that property, then for all parts y of x, y also has that property” (1978, 2: 
68). Emergent properties are anti-homeomerous in the sense that a necessary 
condition of emergence is that, for all x that possess the property, none of x’s 
parts y possesses it.

Third, the two previous constraints are not strong enough: if a cognitive 
system possessed a “spiritual” property imposed on it by God, either directly 
(as is the case according to occasionalism) or indirectly (as is the case accord-
ing to parallelism), rather than through the material substrate of the system 
and its organization, then it would not be “emergent” from this material sub-
strate. It would not be emergent even if God imposed the property in question 
only on systems with physical parts (so that the property satisfies the first 
condition) and if he imposed it only on the whole system but not on any of its 
parts (so that it satisfies the second condition). An emergent property must be 
determined exclusively by the parts making up the system: an emergent prop-
erty is determined synchronously by the properties of the parts of the system 
and their organization. This determination requires mereological superven-
ience.4 The emergent properties of a system supervene on the properties of its 

4 See Kim (1984, 165; 1988b). I return to the concept of mereological supervenience in 
Chapter 5.
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parts: there can be no change in the supervening properties without a change 
in the properties of the parts of the system.5

It is important to distinguish the synchronic determination of an emer-
gent property from its causal determination. The metaphysical analysis of 
causality is controversial. Insofar as we conceive of cause and effect as par-
ticular events that occupy a delimited portion of space-time, cause and effect 
must be spatiotemporally distinct.6 When we speak of a property F that caus-
es another G, F must be the property of a cause event c, and G must be the 
property of an effect event e, where c and e are spatiotemporally distinct. In 
terms of causality between events, it is excluded conceptually that the cause is 
the same event as the effect; it is also excluded that cause and effect partially 
overlap. Causality can be said to exist only if the cause is spatiotemporally 
located elsewhere than the effect. On the basis of these conceptual constraints 
on causality, the emergence of A from B is incompatible with the existence 
of a causal dependence of A on B. According to the third condition, emer-
gence is a synchronic relation. A is an emergent property of system s if A is 
determined by the properties B that the system possesses at the same time. 
Furthermore, A belongs to the whole system s, and the properties B belong 
to the parts pi of the same system: the parts pi possess B at the same time as 
the system s possesses A. Accordingly, there is partial spatiotemporal overlap 
between the carriers pi of the properties B and the carrier s of the emergent 
property A; the emergence of A from B is a form of non-causal determination.

In such a conceptual framework, it is difficult to interpret Searle’s asser-
tion that “consciousness is a causally emergent property of systems” (1992, 

5 However, synchronic determination goes beyond mereological supervenience: the latter 
is compatible with the possibility that systemic properties are determined by God rather than by the 
properties of the parts of the system (Kim 1993a). I will develop this point later in this chapter.

6 I cannot justify this thesis here. See Kistler (1999b, 2006d). Hume (1978, 76) justifies 
it as follows: if simultaneous causality were possible, then there could be no non-simultaneous 
causality. A cause that is sufficient for its effect could not precede it by a finite time because, since it is 
sufficient, no additional condition intervenes at the moment when the effect occurs. But in this case 
there is no sufficient reason for the effect to occur just then and not earlier or later. A different and 
less direct way of refuting the possibility of simultaneous causality is to argue that causes and effects 
are events: that is, particular entities that occupy particular areas of space-time. In this framework, 
simultaneous causality is impossible because the effect can occupy neither the same space-time zone 
as the effect nor a different one: the first case is impossible because the effect must be distinct from 
the cause; the second is impossible because the physics of relativity forbids simultaneous action at a 
distance.
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112). Searle holds that all mental states and processes are at least potentially 
conscious, which leads him to defend more generally the thesis of the “causal 
emergence” of all mental phenomena. They are, he says, “caused by neurobio-
logical processes” (1992, 1, 115, and passim).

Searle’s thesis undoubtedly has its source in the traditional but erroneous 
identification of nomological determination with causal determination. Not 
every determination according to laws of nature is causal (see Humphreys 
1989, 300–01; Salmon 1990, 46–50; Kistler 1999b, 2004a, 2006d). Only the 
neglect of this distinction can explain why Searle moves without justifica-
tion from the claim that emergent properties are determined by causal inter-
actions between the parts of a system to the claim that this determination 
itself is causal: emergent properties, he says, “have to be explained in terms 
of the causal interactions among the elements” of the system that possesses 
them, which he takes to justify calling them “causally emergent system fea-
tures” (1992, 111). However, the fact that emergent properties are synchronous 
with the properties of the parts of the system that determine them forces us to 
conclude that this determination follows non-causal laws of determination. 
Emergent properties, therefore, are not caused by the properties that deter-
mine them through laws of composition.

In the same vein, E.J. Lowe justifies his assertion that mental properties 
have causal powers “not wholly grounded in . . . the causal powers of those 
elements of the system which produced [them]” (1993, 636–37) by compar-
ing consciousness to a spider’s web. Unlike the liquidity and transparency 
of water, causal powers based entirely on the powers of water’s constituent 
molecules, the spider’s web has “a life of its own” (636), an expression that 
Lowe borrows from Searle, who says that “consciousness gets squirted out 
by the behavior of the neurons in the brain, but once it has been squirted 
out, it then has a life of its own” (1992, 112). This analogy clearly reveals the 
confusion shared by Searle and Lowe between causal determination and 
non-causal nomological determination.7 The spider’s organs produce the web 
in a process spread out over time: it begins with events that take place in the 
spider and ends in the existence of the web. This means that the events that 
cause the web take place earlier than the events in which the web exercises 
its causal powers, for example, when it supports the spider passing across it. 

7 I develop this criticism of Lowe’s conception of mental properties in Kistler (2005b, 
2022).
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Along these lines, the analogy between the web and mental properties, in 
their respective relationships with the spider and the brain, is misleading: 
the subject possesses a mental property by virtue of a synchronic determin-
ation, which gives mental properties particular powers, but no independent 
existence in a substantial sense. Conversely, once created, the web no longer 
depends on the spider; it can continue to exist even if the spider disappears, 
whereas cognitive properties are permanently dependent on the underlying 
brain processes and events that give rise to their existence. As soon as brain 
activity ceases, the mental property ceases to exist. Synchronous nomological 
determination is not peculiar to the relationship between brain and mind. 
This is how, for example, the properties and processes taking place at the 
level of the electrons in a metal determine, in a non-causal way, the electrical 
and thermal conductivity of the metal. Without the microscopic processes 
involving the electrons, there is no electrical conductivity. This is also a case 
of non-causal determination, because the metal has the conductivity and the 
underlying microscopic properties at the same time.8

According to the concept of emergence defended here, emergence does 
not exclude reduction. However, an emergent property can only be reduced to 
its basis provided that we do not conceive of reduction as the discovery of the 
identity of the reduced property with its reduction basis. Insofar as one sub-
scribes to the thesis9 that reduction leads to the discovery of an identity, the 
compatibility of emergence with reduction can lead to strange conclusions. 
Searle, presupposing his thesis that emergence is a causal process, concludes 
that, once their reduction is complete, emergent properties “can . . . be identi-
fied with their causes” (1992, 115). This conclusion destroys the intelligibility 
of both emergence and causation. They would be reflexive relations, where 
things can cause themselves and emerge from themselves. It is possible to 
avoid such absurd consequences if we accept that neither the reduction of A 
to B nor the causality between A and B entails the identity of A and B and if 
we conceive of emergence as a relation of non-causal determination of the 
systemic properties of a complex object from the properties of its parts.

8 If we accept the idea that a “temporal part” of an object is an event, then these are 
properties of the same event. This appears to be a natural consequence of the conception according 
to which the content of a well-defined spatiotemporal zone always constitutes an event, even if it 
corresponds to no apparent change. See Kistler (1999b, 2006d).

9 It is defended in particular by Causey (1977). See Chapter 1.
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3. Broad and the Epistemic Conception of Emergence
Properties that obey the three conditions formulated above can be said to be 
emergent in a weak sense. These are properties that belong only to exclusively 
physical objects, and they are determined exclusively by the properties of their 
parts. The weakness of this first concept of emergence lies in the constraint of 
“novelty.” For example, without further clarification of what counts as “new” 
or “qualitatively different” in relation to the properties possessed by the parts 
of an object with emergent properties, the distinction between the “resultant” 
property of a human being of weighing 70 kg and her “emergent” property 
of hoping that the war will end soon has no rigorous basis. The general prop-
erty of being massive is certainly not systemic because all of the parts of the 
body also possess it. However, weighing 70 kg is formally a systemic property 
because no proper part of the person’s body possesses it. We have the intui-
tion that this property is not “qualitatively different” or “qualitatively new”: 
this intuition justifies the introduction of the distinction between strongly 
emergent properties that are not only systemic but also qualitatively new in 
relation to the properties of the parts and only weakly emergent properties, 
such as the property of weighing 70 kg.

The British emergentists at the end of the nineteenth century and the 
beginning of the twentieth century tried to make this distinction rigorous by 
analyzing it in terms of explanation: “resulting” properties are those whose 
presence can be explained on the basis of the properties of the parts, whereas 
an analogous explanation of the presence of emergent properties is possible 
only with the help of ad hoc postulates. However, this way of grounding the 
distinction between emergent and resultant properties is incompatible with 
physicalism. According to physicalism, every emergent property conforms 
to the third condition mentioned above: it is determined exclusively by the 
properties of the parts of its possessor. It is therefore sufficient to discover the 
laws underlying this nomological determination to explain (in the sense of 
deductive-nomological explanation) the presence of the emergent property. 
Within the framework of physicalism, all global properties can be explained 
in principle. Accordingly, this possibility does not give rise to any relevant 
distinction among such properties, between emergent and resultant.10

10 We cannot hope to construct a relevant ontological concept from the epistemic criterion 
according to which irreducible predicates and laws are emergent. However, the epistemic conception 
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The relevant laws that I call — in the words of the last great British 
emergentist C.D. Broad — “laws of composition” determine a property of a 
complex object on the basis of the properties of its parts and the interactions 
between these parts. Once the law of composition that determines a given 
emergent property is known, that property, and the laws in which it is in-
volved, can be explained and reduced.

The physicalist framework — and in particular the third condition of 
the nomological determination of the properties of complex objects — thus 
imposes the possibility of emergent properties being subject in principle to 
reductive explanation. However, this constraint seems to clash with a cen-
tral thesis of the emergentist tradition, according to which the distinguishing 
mark of emergent properties is the impossibility of explaining them complete-
ly. Broad (1925, 65) resolves the tension between the constraints of nomo-
logical determination and the impossibility of explanation by conceiving of 
emergent properties as nomological, in the sense that their presence is deter-
mined systematically by a law of nature. The presence of the emergent prop-
erty can be predicted and even explained, therefore, at least in the minimal 
sense of deductive-nomological explanation. What cannot be explained in 
the case of an emergent property is the law that determines it itself. This law 
remains a “raw nomological fact.”11

Broad gives the example of silver chloride. It is on the basis of the prop-
erties of its components, chlorine and silver, and their relationship as com-
ponents of a molecule that has no other components, that a law determines 
the properties of silver chloride. But this law is an experimental law that is 
“brute” (Broad 1925, 55) in the sense that it cannot be derived within a more 
general theoretical framework. It can be discovered only experimentally 
by observing the properties of samples of this compound. Insofar as it is a 
purely experimental law in this sense, it is inexplicable. There are no answers 
to the questions why is silver chloride composed of equal parts of chlorine 
and silver, and why does it have such or such properties? The law of compos-
ition transfers its inexplicable, and in this sense mysterious, character to the 

of emergence proposed by Hempel and Oppenheim (1948) is still widely accepted. Churchland 
expresses it by saying that “claims about the emergence of certain properties are therefore claims 
about the relative poverty in the resources of certain aspirant theories” (1985, 12). See also 
McLaughlin (1992). Malaterre (2010) shows that such an epistemic conception of emergence can be 
illuminating in analyzing the scope and limits of scientific explanation.

11 I take this expression from McLaughlin (1992, 81).
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emergent properties whose existence it determines. As we will see, this thesis 
is responsible for the marginalization of emergentism in the philosophy of 
science. It can already be found in J.S. Mill, for example in his assertions that 
“it is impossible to deduce all chemical and physiological truths from the laws 
or properties of simple substances or elementary agents” and that “the laws 
of Life will never be deducible from the mere laws of the ingredients” (1843, 
Book III, Chapter VI, para. 2). Broad expresses it in these terms: “The charac-
teristic behaviour of the whole could not, even in theory, be deduced from the 
most complete knowledge of the behaviour of its components” (1925, 59).12 
The properties of the compound AgCl, for example, emerge, according to this 
criterion, from the properties of its atomic components (Ag and Cl), insofar 
as the law of composition of AgCl is “a law which could have been discovered 
only by studying samples of silver-chloride itself, and which can be extended 
inductively only to other samples of the same substance” (Broad 1925, 65).

Broad proposes to ground the distinction between emergent and 
non-emergent properties on the distinction between two types of a posteri-
ori laws, the criterion being their integration into a theory. Broad contrasts 
principles of composition (1925, 45, 66), which are explanatory, with “trans- 
ordinal laws” (77 ff.), which are “brute nomological facts” because they can-
not in turn be explained on the basis of more general laws. Broad knows that 
the principles or laws of composition13 are a posteriori, just as much as trans- 
ordinal laws, and that both types of law determine the properties of the whole 
entirely from the properties of the parts. According to Broad, the difference 
between the two types of law lies in the possibility of deducing them in turn 

12 The rest of the quoted sentence contains a crucial qualification that makes it possible to 
reconcile emergentism with contemporary science and to which I will return. Broad anticipates my 
thesis that it is not possible to deduce the emergent properties of a complex object from complete 
knowledge of the properties of its parts, insofar as they are the properties that the parts possess 
in isolation or in other combinations. I say “anticipates” because he expresses this thesis in the 
language of causal determination, whereas it is a form of non-causal determination.

13 Broad seems to think that all laws of composition have an additive form but without 
explicitly affirming it (1925, 66). McLaughlin notes the existence of this “gap in the discussion” (1992, 
77) but does not appreciate its importance. McLaughlin does not note that quantum mechanics 
refutes the emergentist thesis only if it is assumed that the laws used to deduce molecular properties 
from atomic properties are “compositional principles.” Since these principles are not additive, the 
original conception leads us to consider this deduction as trans-ordinal. It is only because of the 
imprecision of what counts as a “compositional principle” in Broad that McLaughlin can conclude 
that the quantum deduction of the molecular state uses only compositional principles and thus 
succeeds in refuting the thesis that chemistry is emergent.
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from more general laws. A trans-ordinal law allows predictions to be made 
and practical control to be exercised over the emergent properties that it de-
termines. In these respects, it is no different from a law of composition. The 
distinctive property is that the trans-ordinal law that determines the global 
properties of a given sort of compound object is a primitive law that applies 
only to that type of object. It can be discovered only experimentally by exam-
ining samples of that particular compound (Broad 1925, 65).

This way of distinguishing between emergent and non-emergent prop-
erties, based on the distinction between primitive experimental laws and 
deducible composition laws, makes the concept of emergence an epistemic 
concept relative to a theory — in other words, relative to a given moment in 
the history of science. A property E is emergent only in relation to a given 
theory T. To say that E is emergent, relative to T, simply means that T does not 
have the conceptual resources to derive the law of composition that gives rise 
to E. As soon as a more powerful theory is constructed that has the means to 
produce this derivation, E ceases to be emergent. In other words, according 
to the conception of emergence developed by Mill and Broad, it seems to be 
reasonable to expect that no property is emergent in an absolute or ontologic-
al sense. For any property that appears to be emergent relative to the theories 
available at a given moment, it is only a matter of time before a theory is 
discovered that can explain the laws that give rise to its existence. Emergence 
is an effect of perspective: emergent properties are those whose scientific ex-
planation is still unknown at a given moment.14

14 The epistemic conception of emergence was proposed by Henle (1942) and by Grelling 
in his correspondence with Hempel and Oppenheim. We could interpret Lewes’s remark that we 
will “some day, perhaps, be able to express the unseen process [by which hydrogen and oxygen 
are transformed into water] in a mathematical formula; till then we must regard the water as 
an emergent” (1875, 414; cited in Stephan 1992, 28) as the expression of an epistemic concept of 
emergence. According to McLaughlin, Lewes does not maintain that the emergent character of a 
property depends on the progress of our knowledge. The passage quoted only expresses the idea, 
compatible with an ontological interpretation of emergence, that the evaluation of the hypothesis 
that a property is emergent depends on the progress of our knowledge. See Stephan (1992, 28n4). 
Similarly, Broad says that “within the physical realm it always remains logically possible that the 
appearance of emergent laws is due to our imperfect knowledge of microscopic structure or to our 
mathematical incompetence” (1925, 81). Broad does not express a relativist doctrine of emergence 
like that of Hempel and Oppenheim (1948) but merely the recognition that our hypotheses about 
the emergent or resultant nature of a given property are fallible, even though their truth conditions 
are objective and absolute.



1494 | Emergent Properties

In an epistemic or relativist conception of emergence, it could certainly 
be argued that, at a given moment, there are always laws that have the status 
of brute experimental laws, whose only justification comes from induction 
on the basis of observation or experimentation. For a trans-ordinal law that 
indicates the properties of a whole as a function of the properties of its parts, 
the former properties count as emergent but only in relation to this stage of 
scientific progress or in relation to the limited knowledge that characterizes 
it. According to the research strategy of seeking to integrate knowledge of iso-
lated experimental laws within increasingly general theories, we can expect 
the law eventually to change its status in relation to Broad’s classification. As 
soon as there is a theory that allows it to be deduced from more general prin-
ciples, the experimental law becomes a law of composition. The properties of 
silver chloride that Broad (1925, 64) gives as an example are emergent only in 
relation to the scientific knowledge of 1925. Progress in chemistry has made 
it possible to deduce a certain number of properties of this compound from 
general laws that apply to all halogen and metal compounds and then from 
even more general laws that determine the properties of a compound from 
the structure of the electronic orbitals of its constituent atoms.

This observation does not settle the question, of course, of whether there 
are experimental laws that will definitively resist integration into a broader 
theory. But Broad’s distinction seems to be capable of characterizing only 
properties emergent relative to a given level of scientific knowledge. Insofar 
as the strategy of scientific research is dominated by the “mechanistic” para-
digm in Broad’s sense, which seeks to deduce any law first discovered experi-
mentally within a theory from more general laws, we can never infer from the 
“emergence” relative to a given stage of scientific knowledge to objective or 
ontological emergence, independent of the level of knowledge.15

Let us return once more to the crucial point, the possibility in principle of 
deducing the existence of a given property. The British emergentists are ma-
terialists who explicitly take a stand against dualist positions. For example, 
Broad explicitly rejects the doctrine of “substantial vitalism” defended by 
Driesch, who postulates the existence of entelechies to explain the phenomena 

15 According to Hüttemann and Terzidis (2000), the properties that are emergent according 
to Broad’s criterion are “anomalies.” Insofar as scientists pursue a mechanistic strategy, they set 
out to forge a theory that transforms trans-ordinal laws into laws of composition and consequently 
deprives emergent properties of this status.
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of life (see Broad 1925, 58, 69; McLaughlin 1992, 86). Therefore, phenomena 
that occur at levels of complexity higher than that of atomic physics are not 
independent of phenomena that occur at lower levels. To postulate substances 
specific to each level would be tantamount to considering that these phenom-
ena are independent. This is exactly what Broad criticizes as “Theories of a 
Special Component” (1925, 60; see also 55–58), which explain the behaviour 
of complex objects on the basis of “the presence of a peculiar component 
which does not occur in anything that does not behave in this way” (55; see 
Beckermann 1992, 16). Science does not support the postulate of such sub-
stantial components, such as the élan vital or the entelechies of the vitalists. 
In this sense, classical emergentists accept the idea that complex phenomena 
are determined nomologically by the properties of lower levels:16 trans-or-
dinal laws are laws. On the ontological level, they determine emergent prop-
erties; on the epistemological level, knowledge of a trans-ordinal law allows 
the deduction of the presence of an emergent property from the observation 
of the presence of the conditions that appear in the law’s antecedent. Insofar 
as the Hamiltonian of a system composed of two hydrogen atoms determines 
nomologically the formation and properties of the molecular ion H2

+, it is 
possible to deduce (using other laws and principles of quantum mechanics) 
the formation of the molecular ion H2

+, even if this deduction involves a 
“trans-ordinal” law (because the form of the Hamiltonian has not yet been 
deduced from more general principles).17

There seems to be a contradiction, in the doctrine of Broad, between the 
postulate of the existence of trans-ordinal laws — which determine the exist-
ence of emergent properties — and the assertion that it is impossible, even in 
principle, to deduce the existence of these properties or to predict the situa-
tions in which they are exemplified. As Broad puts it,

if the emergent theory of chemical compounds be true, a 
mathematical archangel, gifted with the further power of per-
ceiving the microscopic structure of atoms as easily as we can 
perceive hay-stacks, could no more predict the behaviour of 

16 Provided that we accept the thesis of the necessity of the laws that determine emergent 
and resultant properties, emergentism therefore leads to local strong emergence. I will come back to 
this later in this chapter.

17 I return to this example later in this chapter.
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silver or of chlorine or the properties of silver-chloride . . . than 
we can at present. And he could no more deduce the rest of the 
properties of a chemical element or compound from a selec-
tion of its properties than we can. (1925, 71)

But the contradiction is only apparent. The solution lies in the sentence omit-
ted from the quotation above: it is not possible to deduce the properties of 
silver chloride “without having observed samples of those substances” (71). In 
other words, emergent properties can indeed be predicted and explained but 
only by means of trans-ordinal laws that are irreducible experimental laws. 
These laws are “brute nomological facts” that themselves cannot be explained.

We have already seen one reason why this criterion is not adequate to 
the ontological concept of emergence that we are seeking. The progressive 
construction of theories regularly leads to the integration of experimental 
laws into theories, which makes it possible to transform their status of “brute 
nomological facts” into theorems deducible from axioms or principles of a 
more general order.18 A second reason is that there are usually several equiva-
lent formulations of the same theory, which attribute the status of axioms to 
different statements.

McLaughlin (1992) proposes to interpret Broad’s criterion ontological-
ly: trans-ordinal laws are objectively and absolutely primitive in the sense 
that in principle they cannot be derived within a more general theory. This 
ontological interpretation runs the risk of rendering the concept of emer-
gence empirically empty, whereby it would remain as a coherent concept but 
void of any positive reason to think that it has application.19 According to 
McLaughlin’s interpretation, the emergentist doctrine bases the distinction 
between compositional principles and trans-ordinal laws on the distinction 
between particle pair forces and configurational forces. According to emer-
gentists, each level of organization is characterized by specific properties 
that are causal powers and obey laws specific to their level of organization. 
According to some emergentists, in particular Sperry, these causal powers 
and the laws that characterize them are based on “configurational forces” 

18 This is why Hempel and Oppenheim take Broad’s thesis that emergent properties are 
those determined by a trans-ordinal law — that is, a law that cannot be deduced but must be induced 
directly from experience — to be “untenable” (1948, 262).

19 This is also the conclusion of Hüttemann and Terzidis (2000).
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(1964; cited in Sperry 1986, 266):20 that is, “ fundamental forces that can be 
exerted only by certain types of configurations of particles, and not by any 
types of pairs of particles” (McLaughlin 1992, 52).21 Now the conception of 
the distinction between compositional principles and trans-ordinal laws, 
which identifies the former with laws governing forces between pairs of par-
ticles and the latter with laws governing configurational forces, amounts to 
a refutation of emergentism by stipulation. For it is then enough to note that 
contemporary science, and above all quantum mechanics, give us every rea-
son to believe that there are no configurational forces, to deduce that there are 
no emergent properties (McLaughlin 1992, 89–91).

Nagel (1952), Feigl (1958, 411–13), and McLaughlin (1992) note that con-
temporary science — notably quantum mechanics and the theory of evolu-
tion by natural selection — has come to account for and explain some of the 
properties that the emergentists Mill and Broad considered to be paradigms 
of emergent properties. They draw the conclusion that the success of these sci-
entific theories removes all credibility from the hypothesis of the existence of 
absolutely emergent properties. This argument effectively refutes the versions 
of emergentism defended by Bain, Lewes, Alexander, Lloyd Morgan, and 
Broad as well as those defended later by Popper and Sperry. However, we will 
see that it is still possible to salvage the intuition that, in complex systems, 
new properties appear or “emerge” with causal powers different from the 
powers of the parts of these systems. In other words, it is possible to construct 
an ontological concept of emergence that takes account of scientific progress.

To explore the possibility of a concept of emergence compatible with 
contemporary science, we will take a closer look at an example that is cru-
cial both systematically and historically: the case of chemical bonding. At a 
systematic level, the determination of the chemical properties of molecules 
from the physical properties of the atoms that make them up is a paradigm 
of the relationship of determination between adjacent levels of composition-
al complexity. We can then examine the hypothesis according to which the 
determination of biological properties from the chemical properties of the 

20 On Sperry, see Stephan (1992, 43n20).
21 McLaughlin attributes this interpretation to classical emergentism and to Broad in 

particular: “Broad’s Emergentism commits him to configurational forces” (1992, 88). It does not 
seem to me that the text justifies this interpretation. McLaughlin does not give a textual justification, 
as he is careful to do for his other assertions. But this point of exegesis is of secondary importance.
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components of living bodies, and the determination of psychological prop-
erties from biological properties, fall on the same side of the great division 
between resultant and emergent properties as the determination of the chem-
ical properties of molecules from the physical properties of their atomic com-
ponents. In historical terms, it was the advent of quantum mechanics, and in 
particular the explanation of the origin of chemical bonding on the basis of 
physical laws, that tolled the bell for the great era of British emergentism. In 
McLaughlin’s words, it was “no coincidence that the last major work in the 
British Emergentist tradition coincided with the advent of quantum mechan-
ics. Quantum mechanics and the various scientific advances it made possible 
are arguably what led to British Emergentism’s fall” (1992, 54). The quan-
tum-mechanical explanation of elementary chemical properties, therefore, 
can serve as a test case for concepts of emergence. An acceptable conception 
of emergence must be compatible with contemporary science in general and 
with quantum mechanics in particular. If such a conception exists, then the 
verdict of Feigl, Nagel, and McLaughlin is premature: only certain historical 
versions of emergentism are obsolete, notably Broad’s, but not emergentism 
simpliciter.

4. Strong Emergence in Terms of the Impossibility of 
Deduction
Insofar as all properties of complex systems are determined by laws of com-
position, it seems to be promising to try to ground the distinction between 
emergent and resultant properties in the nature of laws of composition. For 
the moment, we can rule out one interpretation of what a law of composition 
is. According to a thesis of logical empiricism, also at the origin of an im-
portant interpretation of reduction, they are metalinguistic principles whose 
role is to define one predicate in terms of others.22 This doctrine is rooted in 

22 I have analyzed this conception of reduction — considered by Nagel (1961, 354–57) — in 
Chapter 1. Wimsatt (1976a, 221) explains that the many-many relationship (see also Endicott 1998) 
between micro- and macroproperties in the reduction of Mendelian biology to molecular biology (see 
also Hull 1974) refutes the conception of reduction as “translation.” Armstrong’s (1968) and Kim’s 
(1998) theories of functional reduction share the conclusion that mental and neurophysiological 
predicates are simply two sets of predicates that designate the same properties. The dissimilarity is 
that Armstrong and Kim take the difference between these two sorts of predicates to be a logical 
difference: second-order predicates contain a generalization over first-order predicates.
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a more general conception of science as a set of statements; according to it, 
laws are theorems deducible from axioms or fundamental principles, which 
are also statements. Nomological statements include causal laws, which are 
a posteriori and express factual regularities. Laws of composition, in oppos-
ition, are taken to be (conventional) rules of translation. In an extensionalist 
interpretation of the language of science, a universal law of biconditional 
form expresses not the co-extensionality of two properties but the extension-
al equivalence of two predicates designating a unique property. In this sense, 
laws of composition are taken to be metalinguistic statements.23 In this meta-
linguistic conception of reduction, a property is emergent if there is no rule 
for translating the predicate that designates it into a predicate constructed 
exclusively from terms of a reductive science. Hempel and Oppenheim (1948) 
point out that this doctrine renders theses concerning the emergence of a 
property trivial. The fact that we have not yet discovered the laws of com-
position that determine certain biological or psychological properties is 
merely a sign of the terminological incompleteness of present-day science. In 
their words, “in this interpretation, the emergent character of biological and 
psychological phenomena becomes trivial; for the description of various bio-
logical phenomena requires terms which are not contained in the vocabulary 
of present-day physics and chemistry” (263).

There are more general reasons against applying a metalinguistic inter-
pretation to laws of composition. Let me briefly mention some reasons for 
adopting a realist conception of properties, according to which laws are con-
straints that these properties exert on each other. Predicates designate these 
properties, and nomological statements designate the laws (see Armstrong 
1983; Kistler 1999b, 2006d). Nomological statements are a posteriori even 
though they designate necessary relations (Kistler 2002a). Such statements, 
therefore, are neither conventional nor metalinguistic, both in the case of 
causal laws and in the case of compositional laws. Laws of composition, in 
particular, determine the properties (emergent or resultant) of a complex ob-
ject from the structural properties of its components. However, the existence 
of such a determination relation does not justify the idea that the properties 

23 The linguistic interpretation of the distinction between emergent and non-emergent 
properties can be found in Pap (1951–52), Tully (1981), and Teller (1992). In Tully’s words, “if 
secondary quality terms are indefinable in terms of microscopic particles, then this is a logical fact 
about the language we use to describe the world” (266; cited in Stephan 1992, 40).
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of the system are identical to the properties of the components. The non-iden-
tity of the properties renders inadequate the conception according to which 
the statement that expresses their nomological correlation is metalinguistic, 
in the sense of expressing the definition of one predicate by another, where 
the two predicates designate the same property.

With this in mind, let us return to the traditional conception of emer-
gence in terms of the impossibility of deduction. I will evaluate this concep-
tion by examining the question of whether hydrogen’s property of forming 
stable molecules is an emergent property, using the following criterion:

(C1) Criterion of deducibility: a global property G of a complex 
object s is (strongly) emergent if and only if (it is weakly emer-
gent,24 and) it is impossible in principle to deduce (i.e., explain, 
predict) the fact that s possesses G, from complete information 
about the components of s and the properties possessed by the 
parts of s when they are isolated.

We will see that, in the light of contemporary science, the applicability of the 
concept of emergence on the basis of the criterion of deducibility depends 
crucially on the interpretation of the expression “complete information.”

The advent of quantum mechanics seemed to refute directly the thesis 
that the chemical properties of molecules are emergent according to (C1), 
with respect to the physical properties of the atoms that make them up: in 
quantum mechanics, certain simple but fundamental properties of molecules 
can be deduced from general principles and certain premises concerning the 
component atoms.

It might come as a surprise to read about the debate on the emergence 
of chemical properties from physical properties in an inquiry into the status 
of psychological properties in relation to neurophysiological properties. 
However, this issue is of fundamental importance to the latter problem inso-
far as the hypothesis according to which the mental emerges from the physio-
logical will gain credibility by virtue of the justification of a more general 
hypothesis. According to this general hypothesis, emergence makes it pos-
sible to characterize the nature of the relationship between the properties of 

24 Earlier I defined the weak emergence of a property E of a system s in terms of three 
conditions: E belongs only to objects composed solely of physical parts; E is systemic; E is determined 
entirely by compositional laws, based on the parts of s and their interactions.
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a domain of objects x in relation to the properties of the objects of which the 
objects x are composed. Conversely, if this general hypothesis proves to be 
untenable in the fundamental case of the relationship between physical and 
chemical properties, then the hypothesis according to which psychological 
properties are emergent in relation to the properties of the neurons in the 
brain is likely to appear ad hoc.

To evaluate the thesis that quantum mechanics refutes emergentism with 
regard to chemical properties (according to the criterion of deducibility), I 
will examine the most fundamental and simple deduction of all explanations 
of chemical properties, based on physics: the deduction of the stability of the 
molecule H2 or, more precisely, of the molecular ion H2

+. We will then see 
that the viability of the emergentist thesis depends on the interpretation of 
what counts as “complete” knowledge of the properties of the components. 
If we understand knowledge of the parts of the complex object H2

+ — the H 
atoms — to be absolutely complete, then this knowledge contains knowledge 
of the law according to which these atoms form, in precise circumstances, 
H2 molecules. The global properties of these molecules, therefore, will not be 
emergent according to the criterion of deducibility. If, however, we consider 
that knowledge of the parts is complete as soon as it contains knowledge of 
all the laws that determine the evolution of the parts — the H atoms — in 
isolation, then even quantum mechanics does not allow us, on the basis of 
such limited knowledge, to deduce the formation and properties of the H2 
molecule. In that case, the criterion of deducibility leads to the result that the 
global properties of molecules are emergent after all.

It therefore appears that the anti-emergent consensus in contemporary 
analytical philosophy is built upon a strong interpretation of completeness in 
the definition of the distinction between emergent and resultant properties. 
If we consider that complete knowledge of the properties of components is 
not limited to the properties that these components possess in isolation, but 
extends to the laws that govern their interactions, then the refutation of the 
thesis that the stability of the H2 molecule is an emergent property becomes 
trivial: if knowledge of the law of formation of H2 is already part of the “com-
plete” knowledge of H atoms, then by stipulation we have transformed the 
property of stability of H2 into a property deducible from physics.25 I will 

25 Hempel and Oppenheim (1948, 260) credit Kurt Grelling for first noting this point in 
the course of their correspondence. They point out that Grelling was murdered by the Nazis before 
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therefore adopt a more restrictive interpretation of the completeness of know-
ledge of the properties of parts.

Quantum mechanics allows us to deduce that molecules exist from the 
existence of atoms and their properties. The paradigmatic deduction concerns 
the prediction of the existence, or more precisely the permanent existence or 
stability, of the hydrogen molecule H2. The limits of the possibilities of exact 
calculation are quickly reached, but the conceptual importance lies in the 
possibility, in principle, of deducing a property that belongs to the chemical 
level of the organization of matter, from knowledge of objects belonging to a 
lower level of complexity (e.g., atoms). According to this fundamental result, 
quantum mechanics makes it possible to deduce that two hydrogen atoms, 
whose nuclei are close enough to allow a partial superposition of the space 
occupied by their respective electrons, form a stable H2 molecule. It is advan-
tageous to study the nature of this deduction in the case of the molecular ion 
H2

+, the simplest system of the molecular level existing in nature: whereas 
the molecule H2 has two electrons and two atomic nuclei, each consisting 
of a proton, the molecular ion H2

+ has only one electron for two nuclei. It is 
therefore by studying the explanation of the existence of this molecular ion 
H2

+ that we can hope to isolate the features of a deductive explanation that 
crosses the boundary between different levels of complexity.

The deduction of the existence of the hydrogen molecular ion is based 
on three nomological presuppositions. The first presupposition concerns the 
structure of the system’s Hamiltonian. The Hamiltonian is an operator that 
determines, via the Schrödinger equation, the energy levels of the system. Its 
form is characteristic of the system under study. The system of the molecular 
ion H2

+ consists of two protons and one electron. Its Hamiltonian  contains 
a term corresponding to the kinetic energy of the electron (p²/2m) (where p 
represents the momentum and m the mass of the electron) and three terms 
corresponding to electrostatic interactions among the three objects mak-
ing up the system: the repulsive interaction between the two protons, sep-
arated from each other by R (e²/R, where e represents the reduced charge, 

he could publish these ideas (245n1). Including all second-order nomological properties in what 
is required to know a property perfectly is less radical, however, than including knowledge of all 
properties of everything. As Van Cleve points out, we could trivialize the doctrine of emergence 
even further: “I could maintain that all properties of everything in the universe are deducible from 
the properties of James Van Cleve, provided you counted among my properties such items as ‘being 
such that the Eiffel Tower is 1,056 feet tall’” (1990, 223).
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with ), and the attractive interaction between the electron and 
each of the two protons from which it is separated by r1 (e²/r1) and r2 (e²/r2) 
respectively.26

(*)  = p²/2m – e²/r1 – e²/r2 + e²/R

The second presupposition concerns the fundamental law of quantum 
mechanics, according to which the energy levels of a system are the solutions 
of Schrödinger’s equation 

 y = Ey ,

where  denotes the Hamiltonian, E the energy, and y the wave func-
tion, which characterizes the state of the system.

The third presupposition concerns the general applicability of the quan-
tum mechanical formalism to solve this equation in the case of the system 
under consideration.

The law that determines the Hamiltonian according to equation (*) is 
a law of composition. It determines a characteristic property of the system 
as a whole, as a function of certain properties of its components and their 
relationships. The properties of the components involved, on which the prop-
erties of the whole depend exclusively, are the electric charges of the electron 
and the protons and the mass of the electron, m.27 The relationships that de-
termine the state of the overall system are the respective distances among 
these three components: R, r1, and r2. The law of composition (*) is empirical 
or a posteriori, determining the impact on the energy of the overall system 
of the individual properties of the components and especially their mutual 
relationships. The law (*) determines the structure and properties of the 
system as a function of the interactions among its components, themselves 

26 The equation (*) should be interpreted as describing quantum operators.
27 The mass of the protons is not involved since the movement of the protons is neglected. 

The mass of the protons is much greater than that of the electron, which means that the electron’s 
motion is much faster than that of the protons. This is “why, to a first approximation, the two 
motions can be studied separately” (Cohen-Tannoudji, Diu, and Laloë 1977, 1: 511). This is the so-
called Born-Oppenheimer approximation (see also Cohen-Tannoudji, Diu, and Laloë 1977, 2: 1160).
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determined by the properties of the individual components and their mutual 
relationships (in this case, spatial distances).

In contrast to classical emergentism, I consider the possibility that the 
properties of complex objects are determined by non-causal laws. Here we 
need to pay attention to a distinction that I mentioned earlier: the forma-
tion of a molecule from two originally isolated atoms is a causal process that 
evolves through time. We can consider that the two H atoms gradually come 
closer together until their electron orbitals partially overlap. But this causal 
process is not determined by the law (*) that determines the energy levels 
of the system as a function of the distance R between the nuclei and as a 
function of the Hamiltonian of the system, determined in turn by laws gov-
erning the interactions among the properties of the parts of the system. The 
determination of the system’s energy levels and the distance R0 at which this 
energy is minimal is not a process that evolves through time, in which case it 
would make it possible to justify the distinction between temporally separate 
cause and effect. The calculation proceeds in stages and takes time, but as 
Duhem (1906, 25) points out this does not warrant concluding that there is 
a real process whose stages correspond to the stages of the calculation. The 
calculation takes into account the electrical charges of the parts of the system 
as well as the fact that, when the electron orbitals partially overlap, a quantum 
“resonance” phenomenon occurs that leads to a decrease in the energy of the 
state of the system, thanks to the possibility that the electron occupies a hy-
brid state around the two protons.

To give just the general idea of this calculation, it is assumed that the 
state y of the electron must be an eigenstate of the Hamiltonian .28 In the 
method of variations, it is assumed that this state y results from a linear 
superposition of the states y1 and y2, the stable states of an electron bound 
to one of the H atoms in the absence of the other. We know that the ground 
energy state is a minimum of the mean value of , where that minimum is 
a function of the distance R between the two protons, considered as a par-
ameter. This minimum corresponds to the eigenvalue E of the energy of the 
system as a function of R. It turns out that the function E(R) has a minimum. 
This can be explained by the presence in the energy term of a “resonance 
integral,” which represents a lowering of the energy due to “the possibility 

28 For details, see Cohen-Tannoudji, Diu, and Laloë (1977, 1: 409–10; 2: 1159–71).
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for the electron to ‘jump’ from the vicinity of one of the protons to the other” 
(Cohen-Tannoudji, Diu, and Laloë 1977, 2: 1167). The existence of a value of 
R for which E is minimal corresponds to the existence of a stable y state re-
sulting from a linear superposition of the two states y1 and y2, which cor-
respond to the localization of the electron around one of the two protons. 
The stability of this superposed state, in turn, explains the existence of the 
molecule: the movement of the two protons away from each other, as well as 
toward each other, moves the system away from its state of minimum energy.

The stability of the molecular ion H2
+, the distance R0 (which charac-

terizes the stable state), and the shape of the molecular electron orbital are 
deducible. But it is crucial to evaluate the information contained in these 
premises so as to discern whether this means that these global properties are 
emergent according to the criterion of deducibility. If that information bears 
only on the properties that the components possess when they are isolated, 
then the deduced global properties are not emergent; however, if the possi-
bility of deduction requires that the premises contain information about the 
laws that determine the global properties from the interactions among the 
components, then these global properties are emergent according to criterion 
(C1) (although they are deducible).

The form of the deduction of the existence of a stable state in which the 
two H atoms are linked into a molecule corresponds to the second situation: 
according to (C1), the stability of the H2 molecule is an emergent property. The 
possibility of deducing the stability of the molecule requires knowledge not 
only of the properties of the isolated atoms but also of the laws of interaction 
among the components of different H atoms. Insofar as the stability of the mol-
ecule cannot be deduced from the properties that its components possess in 
isolation, it is emergent.29 Furthermore, the laws of interaction cannot be de-
duced from the laws determining the evolution of the components in isolation.

However, there are reasons to think that the criterion (C1), which made 
it possible to obtain this result, is inadequate. It appears that the condition 
expressed by (C1) is too strong when we reconsider the examples considered 

29 Grelling and Oppenheim (1937–38, 1939) draw a parallel between the emergent 
properties of complex objects and the phenomena studied in Gestaltpsychology. The parallel lies in 
the fact that the prediction of a Gestalt as well as that of an emergent property “requires knowledge 
of certain structural relations among its parts” (Hempel and Oppenheim 1948, 261n18) and cannot 
be obtained from knowledge of the isolated parts alone.
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above: (C1) makes all of the properties of complex objects emergent because 
knowledge of the isolated evolution of the parts never allows us to deduce 
the consequences of their interactions. The form of the laws of interactions 
is never an a priori consequence of the laws of the isolated evolution of the 
parts. As Broad says, “it is clear that in no case could the behaviour of a whole 
composed of certain constituents be predicted merely from a knowledge of 
the properties of these constituents, taken separately, and of their proportions 
and arrangements in the particular complex under consideration” (1925, 63). 
Predicting the result of an interaction always presupposes knowledge of an 
a posteriori law. Predicting the behaviour of the whole presupposes “that we 
have found a general law connecting the behaviour of these wholes with that 
which their constituents would show in isolation”; this law is the “law of com-
position” specific to the system (63).

Criterion (C1) must therefore be rejected. In fact, it does not offer the 
means to ground the intuitive distinction between emergent and resultant 
properties because it imposes such a strong condition on non-emergence that 
all global properties end up appearing as emergent.

Given this observation, Broad suggested an alternative criterion that 
takes account of the fact that deducing a global property of a system neces-
sarily requires information about the laws governing the interaction of the 
parts. According to Broad’s criterion,

(C2) the global property G of a complex system s is (strongly) 
emergent if and only if (it is weakly emergent and if) the law 
of composition the knowledge of which makes it possible to 
deduce the presence of the property G is a law specific to the 
type of system s which cannot be derived from laws applying to 
parts of s in isolation and from laws of composition specific to 
other types of system.

(C2) differs from (C1) only by the reference to knowledge of the behaviour of 
the parts in other combinations. Consequently, the properties of AgCl would 
not be emergent according to (C2) if they could be deduced from composition-
al laws for other molecules containing Cl and Ag. However, it is doubtful that 
this corresponds to a real relaxation of the conditions of non-emergence. The 
possibility of using knowledge of the behaviour of Cl and Ag in other com-
binations, for example in sodium chloride NaCl (common salt), to deduce the 
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behaviour of silver chloride necessarily requires knowledge of general laws 
that apply — in this example — to all molecules of which chlorine is a com-
ponent. Furthermore, knowledge of the laws of composition concerning a set 
of types of molecules including the Cl component (NaCl, HCl, etc. but not 
AgCl) does not logically imply either the law of composition of compounds 
outside this set, such as AgCl, or general laws that apply to all Cl compounds. 
This is the problem of induction. The knowledge of the laws of composition 
of several types of molecules including Cl provides only the premises for an 
inductive argument leading to such a general law. Accordingly, it appears that 
the criterion of non-emergence (C2) proposed by Broad — despite the intro-
duction of the clause “or in other combinations” — is just as strong as criter-
ion (C1). Furthermore, (C2) is too weak because according to it all properties 
of complex systems come out as emergent, just as in (C1).

However, my reasoning indicates a criterion that is stronger than (C1) 
and (C2): we can hypothesize that the non-emergent properties are those that 
can be deduced from the complete information on the components of the 
system in isolation, as well as from general laws determining the interactions 
of these components, without recourse to laws specific to the type of system 
in question.

(C3) A global property G of a complex system s is (strongly) 
emergent if and only if (it is weakly emergent and if) the law 
of composition — the knowledge of which makes it possible 
to deduce the presence of the property G — is a law specific to 
the type of system s that cannot be derived from general laws 
applying to s as well as to other types of systems.

(C3 — non-emergence) A global property G of a complex sys-
tem s is non-emergent if and only if the law of composition — 
the knowledge of which makes it possible to deduce the pres-
ence of the property G — can be derived from general laws 
applying to s as well as to other types of systems, without it 
being necessary to call on a law specific to the type of system s.

According to this criterion, which expresses a necessary condition for emer-
gence, the property G is emergent only if the law that gives rise to G is a brute 
experimental law: it cannot be derived from more general laws (i.e., laws that 
apply to the properties of parts), even outside the type of system that possesses 
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G. On the contrary, a property of a complex object determined by general laws 
is not emergent. If the law of composition can be derived from general laws 
that apply to the properties of parts even outside the particular system under 
consideration, then the property is explicable to the same extent as the law. It 
is therefore non-emergent according to criterion (C3).

This new criterion of non-emergence is really weaker than criteria (C1) 
and (C2). According to (C3), the properties of the molecular ion H2

+ are no 
longer emergent with respect to the properties of its components because 
their derivation only calls on general laws determining the components of 
the Hamiltonian of any system possessing components of the same types. 
However, (C3) still seems to be too strong as a criterion of emergence (or too 
weak as a criterion of non-emergence): it is true that many global properties 
of complex systems, including chemical properties, cannot be explicitly de-
rived at present from knowledge of the parts and from general laws. But at 
least as far as chemical and biological properties are concerned, the successes 
of deductive explanations of certain paradigmatic properties — such as the 
stability of the H2 molecule and the ability to transmit hereditary traits — 
constitute paradigms around which research programs aimed at reductive 
explanations in these fields have been built. From the point of view of such a 
research program, the systems that count as emergent according to (C3) ap-
pear to be emergent only provisionally or epistemically. (C3) seems to analyze 
a concept of provisional or epistemic emergence. From this point of view, prop-
erties that cannot (yet) be deduced appear as “anomalies” (Hüttemann and 
Terzidis 2000, 274) bound to disappear as soon as general laws and adequate 
deductions are discovered. From the point of view of the research strategy of 
reductionism that bets on the existence of such laws and deductions, it seems 
to be reasonable to presume that in the long run the chemical properties of 
molecules will prove not to be absolutely emergent according to (C3), com-
pared with the physical properties of the atoms that make them up: today’s 
quantum mechanics allows us to deduce certain simple but fundamental 
properties of molecules from general principles and premises concerning 
the component atoms. Other chemical properties seem to differ only in the 
complexity of their derivation, not by any fundamental ontological differ-
ence. Ontologically, (C3) is too weak a criterion for non-emergence because 
all complex properties satisfy it; in other words, it is too strong a criterion for 
emergence because no complex property satisfies it.
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Another way of seeing that (C3) is too strong a criterion for emergence is 
this. We are looking for a criterion to justify the intuitive distinction between 
emergent properties that are qualitatively new and only appear in systems 
satisfying precise structural constraints and resulting properties that belong 
to complex systems but are only quantitatively different from properties be-
longing to their parts or to simpler systems. This distinction is ontological, 
not epistemic. Belonging to one or another of these categories must therefore 
be independent of our theories. We can be wrong, of course, about whether 
a property is emergent or resultant. However, our intuitive concept of emer-
gence is incompatible with a conception that makes the emergent or resulting 
character of a property systematically relative to the scientific theories ac-
cepted at a given moment in history. Yet this is a consequence of (C3). Let us 
say that property G is determined by the law of composition C. C can be more 
or less integrated into a theoretical system. It might start out as a “brute” em-
pirical postulate and later become derivable from other empirical laws, which 
in turn are brute regularities without explanation, before a way of deducing C 
from the most general axioms and principles of theory is finally discovered. 
As C is deductively integrated into an increasingly powerful body of theory, 
G gradually loses its emergent character and is transformed into a resultant 
property.

We must therefore find a criterion that does not categorize all macro-
scopic properties as emergent — as in the cases in (C1) and (C2) — but that 
also does not categorize them all as resultant — as in the case of (C3).

5. Emergence as Non-Aggregativity
William Wimsatt (1986) suggested a fruitful way of conceiving of systemic 
properties that, though explicable and therefore in a sense reducible to the 
properties of the system’s components and their interactions, are nevertheless 
emergent, in the sense of appearing only in systems with a specific compos-
ition and organization. Wimsatt identified four features that distinguish the 
properties that he called “aggregative”30 from emergent properties.

The emergent properties of a complex object depend on the organization 
of its parts. A property of a complex object is aggregative if it does not depend 

30 The term “aggregative” is equivalent to the term “resultant,” used to designate non-
emergent properties in the tradition of British emergentism.
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on the organization of its parts. The mass of a pile of stones is a paradigmatic 
example of an aggregative property. This mass does not depend on the spatial 
arrangement or interaction among the stones that make up the pile. The heap 
can be dismantled and reassembled at random without any change in the 
overall property of its mass.

Of course, we could have excluded the mass of the heap of stones from 
the emergent properties for the simple reason that it is not systemic: the mass 
of the pile is a property of the same kind as the mass of the individual stones. 
However, the application of this criterion remains intuitive until we have a 
clear criterion of what counts as “the same kind” of property. The criteria pro-
posed by Wimsatt are intended to remedy this lack of clarity: according to his 
first criterion, a global property not qualitatively different from the properties 
of its components is recognized by the fact that its presence does not depend 
on the organization of its parts and therefore does not undergo any modifi-
cation when these parts are swapped. The mass of a heap of stones is aggre-
gative because it does not vary when two stones exchange their positions. The 
capacity of a given portion of DNA, conversely, is a non-aggregative property 
according to this criterion: the expression of a gene depends on its location 
downstream from a control sequence. Accordingly, substituting one sequence 
for another can modify the conditions of its expression. However, according 
to this criterion, non-aggregativity is not necessary for emergence. Wimsatt 
identifies four ways in which a property of a complex system can be emergent 
or non-aggregative. Each is sufficient, but none is necessary, for a property 
to be emergent. Invariance with respect to the permutation of parts is not 
necessary for emergence because there are emergent properties — such as the 
transparency or the rhombohedral shape of a quartz crystal — not modified 
by the permutation of parts. Permuting molecules or parts of the crystal does 
not affect these overall properties.

According to Wimsatt’s second criterion, a property is aggregative if 
it changes quantitatively but not qualitatively when parts of the system are 
added or removed. The stability of an arch composed of stones with a trapez-
oidal cross-section is non-aggregative according to this criterion, insofar as 
the arch loses its stability if one of the stones in it is removed. However, this 
criterion is not a necessary condition for emergence either. The transparency 
and rhombohedral shape of a quartz crystal are emergent properties in the 
sense that the microscopic components of the crystal have neither transpar-
ency nor rhombohedral shape nor any qualitatively similar property. But the 
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crystal remains transparent and rhombohedral even if some molecules are 
removed or added.

There is a third way in which a property can be non-aggregative: it is 
possible for an overall property to be modified without adding or subtracting 
parts (as in the second criterion) and without permuting components (as in 
the first criterion). It can be modified by changing the spatial organization of 
the parts. According to this criterion, the ability to lead to the expression of a 
phenotypical trait is a non-aggregative property of genes, insofar as a change 
in the spatial arrangement of genes — for example, because of recombination 
— affects the expression of a gene depending on the presence of the appropri-
ate control units at precise locations upstream from the DNA sequence. This 
criterion is a generalization of the first. It does not provide a necessary condi-
tion for emergence for the same reason as the first; some emergent properties 
resist decomposition and rearrangement of parts.

According to Wimsatt’s fourth criterion, a global property of a system is 
non-aggregative if its existence depends on interactions among the parts of 
the system. The interaction among the four subunits of a hemoglobin mol-
ecule, for example, reduces the energy required to bind oxygen; this capacity 
is therefore a non-aggregative, or an emergent, property according to this 
criterion. All emergent properties are undoubtedly dependent on such inter-
actions. However, not all interactions give rise to emergent properties: the 
mass of the heap of stones remains an aggregative property of the heap even if 
the stones attract each other according to gravitation. This criterion is there-
fore necessary, but not sufficient, for emergence. Therefore, we need to add a 
condition to specify which interactions are sufficient for emergence. This is 
the purpose of the criterion that I consider in the next section.

6. Emergence in Terms of Non-Linear Interaction and 
Mill’s Principle of the Composition of Causes
If we accept the idea that all global properties are determined by general laws 
from the properties of the components, then it seems to be promising to try 
to ground the distinction between emergent and resultant properties on the 
mathematical form of these general laws of interaction. We can draw inspir-
ation from a fundamental distinction introduced at the origin of the emer-
gentist tradition by John Stuart Mill. He distinguishes two ways in which 
two (or more) interacting causes can determine their common effect. In the 
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mechanical mode of interactive determination, the effect is the mathematical 
sum — arithmetic or vector — of the effects that each cause would have had 
if it had acted alone. Mill characterizes effects determined in this way by say-
ing that they “obey the principle of the Composition of Causes” (1843, Book 
III, Chapter VI, para. 2). He distinguishes them from effects determined ac-
cording to a “second mode” that corresponds to “a breach of the principle 
of Composition of Causes” (1843, Book III, Chapter VI, para. 2). Using the 
terminology introduced by Lewes (1875), emergentists later called effects de-
termined in the first additive way “resultant effects.” If the effect of several 
causes is not the mathematical sum of the effects that would have resulted 
from the separate actions of the causes, Mill says, then the determination of 
the effect obeys a “heteropathic law” (Book III, Chapter VI, para. 2) and pro-
duces a “heteropathic effect” (Book III, Chapter X, para. 4). In the vocabulary 
of Lewes, we may speak of “emergent law” and “emergent effect.”

We can use this distinction between two types of determination as a basis 
for the distinction between emergent and resultant properties. However, this 
presupposes that we dissociate the Millian distinction from the analysis of 
causal laws and apply it to compositional laws.

The law of composition (itself reducible to the laws determining the inter-
actions among the parts of a complex object or system) expresses the depend-
ence of the global properties of the complex object on the properties that the 
parts possess in isolation. The distinction between emergent global properties 
and resulting global properties can be grounded on the mathematical form 
of the interaction laws as well as the law of composition. If the interaction 
laws have an additive or linear form, then the law of composition will also be 
linear. According to the criterion inspired by Mill, the properties determined 
by a linear law of composition are resultant, and the properties determined by 
non-linear laws of composition are emergent (Wimsatt 1996, S374).

(C4) A global property G of the complex object s is (strongly) 
emergent if and only if (it is weakly emergent and if) the fact 
that s has G is determined by the fact that s has the parts p1 
. . . pn having the properties P11 . . . Pnm as well as by a law of 
composition that is not a logical consequence of the laws gov-
erning the properties P11 . . . Pnm of the parts in isolation. The 
non-linearity of the law of composition is itself a consequence 
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of the non-linearity of the laws of interaction applying to the 
properties of the parts.

Mathematically, the general form that characterizes different forms of 
addition is the linear form y = ax+b. The total force acting on a body is a 
paradigmatic resultant property. It is determined by a linear superposition of 
the component forces. This criterion, therefore, justifies the intuition that the 
total force acting on a body results from the parallel action of the compon-
ent forces. (C4) also justifies the intuition that the stability of the hydrogen 
ion H2

+ is emergent with respect to the properties of the atomic level:31 the 
Hamiltonian that determines the state of the molecule does not result from 
the addition of the Hamiltonians determining the state of each of the com-
ponent atoms. I will come back to this in a moment.

For a systemic property to be qualitatively different from the properties 
of the parts of the system, the law of composition determining it must have 
a non-linear form. In Holland’s words, “emergence is above all a product of 
coupled, context-dependent interactions. Technically these interactions, and 
the resulting system, are nonlinear. The behavior of the overall system cannot 
be obtained by summing the behaviors of its constituent parts” (1998, 121–22). 
The “context” on which emergent properties depend might lie within the sys-
tem: in this sense, the context in which the parts are located is constituted by 
the other parts with which that part interacts. It can also be the “extra-sys-
temic” context with which certain parts of the system interact. However, the 
second case can be reduced to the first case by broadening the contours of the 
system so that it includes what was originally considered to be extra-systemic.

Criterion (C4) makes emergence compatible with physicalism. All prop-
erties of complex objects are determined by empirical laws. The difference 
between resultant and emergent properties does not concern the possibility 

31 Curiously, McLaughlin uses two different criteria for emergence at two different points 
in the same article, to arrive at opposite results, without noting the contradiction. When he sticks to 
the criterion established by Mill, Lewes, Alexander, and Morgan, according to which the existence 
of a property is a heteropathic effect of lower-level properties (i.e., the property is emergent) when 
it is not determined by a law of additive composition, McLaughlin notes that “the Emergentists 
were right about there being emergents” (1992, 75); however, when he uses the criterion that he 
attributes to Broad, according to which a property is emergent if its causal power obeys a law of 
“configurational force,” he arrives at the result that there are no emergent properties in this sense 
since there are no configurational forces (89–91).
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of explaining and predicting them.32 Provided that the laws that determine 
them are discovered, all of them can be explained and predicted in principle. 
The difference lies only in the form of the laws. Laws of composition that 
have the form of a linear function give rise to resultant properties; laws of 
composition that have a non-linear form give rise to emergent properties. The 
emergent properties of complex objects are qualitatively different from the 
properties of their parts because they are determined by non-linear laws of 
composition, but they are not irreducible.33 By making emergence compat-
ible with the possibility of reducing even emergent properties, and thus with 
physicalism, (C4) expresses a weaker concept than the traditional one that 
requires inexplicability, irreducibility, or unpredictability.

(C4) has retained Mill’s distinction between linear and non-linear laws. 
However, there are some important differences between (C4) and Mill’s ori-
ginal criterion. First, as we have seen, (C4) distinguishes between resultant 
and emergent properties as a function of the mathematical form of non-caus-
al compositional laws, whereas Mill’s distinction concerns causal laws and 
forms of causal determination. Second, Mill confuses the ontological distinc-
tion between laws of different forms (the distinction between linear and non-
linear laws) with an epistemic distinction.

Let us consider the first difference. Mill distinguishes between two 
forms of causal determination: the difference is “between the case in which 

32 Prediction and explanation are not always equivalent. Within the framework of the 
deductive-nomological model (and if we are dealing only with deterministic laws), explanation and 
prediction are analyzed in the same terms of the logical relationship (that of a valid deduction) 
between premises and conclusion. Only the direction in which knowledge is acquired differs. In 
explanation, we already know the conclusion, and we learn from which premises it can be deduced. 
In prediction, we learn which conclusions follow from premises already known. In the deterministic 
context, it is therefore legitimate to consider, as Broad does (see Stephan 1992, 38), the concepts 
of prediction and deduction (or deductive explanation) as equivalent. However, when the law is 
probabilistic (or statistical), it might be possible to explain an event because it can be deduced that 
it would happen with a certain probability. The question of whether this probability should be 
greater than a certain universal value is controversial (see Salmon 1990). Conversely, insofar as the 
probability is not 1, the event nevertheless can be considered unpredictable. It is conceivable that 
probabilistic composition laws exist (see Stephan 1992, 33). But this does not seem to be the case 
for the laws that interest us here. In general, therefore, it is not necessary to insist on the difference 
between prediction and explanation. This difference can be taken to be epistemic or pragmatic, in 
the sense indicated above.

33 Chalmers (1996, 378n41) and Bedau (1997, 375) call concepts of emergence of this kind 
“innocent.”
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the joint effect of causes is the sum of their separate effects, and the case in 
which it is heterogeneous to them” (1843, Book III, Chapter VI, para. 2). The 
former mode of composition of causes obeys the principle of the compos-
ition of causes, whereas the latter mode violates this principle. In contrast, 
(C4) uses the criterion of the mathematical form of laws to distinguish two 
forms of non-causal determination. The properties of complex objects are 
determined by the properties of their components and their interactions, ac-
cording to non-causal laws of composition, specific to those components and 
interactions. Let us therefore ignore the fact that for Mill and other emergen-
tists nomological determination is identified with causal determination, to 
reinterpret the terminology of Lewes (1875) in a non-causal way: properties 
determined by a linear law of composition are “resultant,” whereas properties 
determined by non-linear laws are “emergent.”

It is only because (C4) transposes the Millian distinction to non-causal 
laws that we can use it to ask whether the determination of the Hamiltonian 
of the molecular ion H2

+ from the properties of its components obeys the 
“additive mode”34 of (non-causal) determination or the “heteropathic mode.” 
Stripped of its causal interpretation, Mill’s question becomes that of whether 
the determination of the molecular properties of H2

+ is obtained by means of 
an addition — vectorial or algebraic — or by means of a more complex law of 
composition. The form of

(*)  = P²/2m – e²/r1 – e²/r2 + e²/R

shows that the interactions between the components of the molecule obey 
not an additive law but a “heteropathic” law. The Hamiltonian of H2

+ is not 
the sum of the Hamiltonians of each separate body. For this reason, the prop-
erties of the molecule determined by this law are “emergent” rather than 
“resultant.”

Second, criterion (C4) differs from Mill’s in that it is ontological, where-
as Mill gives his criterion an epistemic meaning. For him, the distinction 

34 It is impossible to use the term “mechanical” in our conception of emergence. Being 
essentially a form of causal determination, a non-causal mechanical determination would be a 
contradiction in terms. This is not the case with the term “chemical,” only contingently associated 
with a mode of causal determination.
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between linear and non-linear laws is equivalent to the distinction between 
global properties that can be deduced a priori from knowledge of the parts 
in isolation and global properties whose existence can be discovered only 
a posteriori, through experience.35 In his words, “it is impossible to deduce 
all chemical and physiological truths from the laws or properties of simple 
substances or elementary agents” insofar as the laws “of chemistry and physi-
ology . . . owe their existence to a breach of the principle of Composition of 
Causes” (1843, Book III, Chapter VI, para. 2). In particular, “the Laws of Life 
will never be deducible from the mere laws of the ingredients” (1843, Book 
III, Chapter VI, para. 2). The thesis of the impossibility in principle to deduce 
chemical and physiological laws from physics makes Mill’s conception in-
compatible with physicalism.

However, Mill is wrong to regard the ontological distinction between two 
forms of law as equivalent to the epistemic distinction between two forms of 
explanation. In reality, no law of interaction is a logical consequence, know-
able a priori, of the set of laws governing the evolution of properties in iso-
lation (apart from interactions). In other words, if we take as resultant only 
those properties G of s determined logically from the properties of the com-
ponents of s, then all properties would be emergent. Without any empirical 
law, no property of s can be deduced. Indeed, even the additive composition 
of properties that gives rise to a resultant property is not a priori: it merely 
obeys a particularly simple law.36 The mode of additive composition is not dis-
tinguished by its a priori character: we cannot know a priori how two bags of 
flour of 1 kg mass each will interact when the grocer places them together on 
the scale, any more than we can know a priori how the photons of superposed 

35 Popper (1977) seems to confuse these two distinctions (between a priori and a posteriori 
and between linear and non-linear) insofar as he considers as emergent all properties P of complex 
objects x not logically (or a priori) deducible from the properties of the components of x. Conversely, 
Broad acknowledges that these distinctions are not equivalent. I will return to this issue in a 
moment.

36 It is perhaps this point that Stephan has in mind when he says that, “to deduce the 
weight of the whole, one must also invoke the principle of the additivity of weight. That principle, 
while nomological, is logically contingent” (1992, 35). According to the conception of laws that I 
have defended elsewhere (Kistler 2002a, 2005a), laws are metaphysically necessary. The difference 
between logical principles and laws of nature is therefore epistemic. We can know the former a 
priori but the latter only a posteriori. 
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rays of light will interact.37 Knowledge of the laws of interaction is always a 
posteriori.38

Emergent properties appear if a non-linear law governs the interaction.39 
For example, the mass of a solid object is smaller than the sum of the masses 
of the atoms that compose it: the stability of a solid object originates from 
the fact that, in the solid state, the energy of the system is less than the sum 
of the energy of the atoms. This reduction in energy is equivalent to a small 
reduction in mass. Therefore, the mass — and consequently the weight — 
of a macroscopic body is emergent in relation to the masses of its atomic 
components.

Kronz and Tiehen (2002) criticize the idea of grounding the concept of 
emergence of a property G on the non-linearity of the laws of interaction 
that generate G by an analysis of the origin of the existence of entangled 
states in quantum systems, which are paradigmatic cases of emergent states. 
According to them, “the mark of a non-emergent property of composite sys-
tems in quantum mechanics crucially involves a multiplicative operation, 

37 Nagel expresses this point as follows:

When the matter is viewed abstractly, the “sum” of a given set of elements is simply an element 
that is uniquely determined by some function (in the mathematical sense) of the given set. . . . [T]he 
question [of] whether such a function is to be introduced into a given domain of inquiry, and if so 
what special form is to be assigned to it, cannot be settled a priori. (1952, 23)

Nagel uses the example of the luminosity of a surface illuminated by two sources: “The physical 
brightness of a surface illuminated by two sources of light is sometimes said to have for one of its 
parts the brightness associated with one of the sources” (19). He then remarks (22) that one can 
speak sensibly of the sum of the two luminosities only if the light is monochromatic.

38 Broad (1925, 62 ff.) explicitly recognizes that principles of composition are logically 
contingent and a posteriori. Therefore, he does not explain the greater transparency of resulting 
properties compared with emergent properties, which corresponds to the possibility of explaining 
the former, but not the latter, by the particular (namely, a priori) epistemological status of principles 
of composition. Hempel and Oppenheim’s (1948) argument — taken up by Van Cleve (1990, 224) 
— that Broad is wrong to consider the mass of a compound object as a resultant because the law of 
the composition of masses is contingent is therefore based on a misunderstanding (McLaughlin 
1992n38). Hempel and Oppenheim wrongly think that Broad takes the principles of composition 
of resulting properties to be necessary. I can add that Hempel and Oppenheim and Van Cleve are 
wrong in their judgment of the modal status of the law of composition. Van Cleve argues that “the 
parallelogram law for the composition of forces is logically contingent” (224), concluding that the 
Broadian conception of emergence makes the behaviour of a three-body system emergent. The law 
of composition of forces is an empirical law of nature. If we substitute “a posteriori” for “logically 
contingent,” then we obtain a correct judgment in line with Broad’s doctrine.

39 Non-linearity is necessary for emergence. I do not claim that it is sufficient.
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factorability into tensor product vectors (in the case of states) or matrices (in 
the case of properties), rather than an additive one” (2002, 333; italics added). 
Indeed, the mathematical operation that represents the transition from the 
description of two separate systems to the description of a complex system is 
the tensor product. If F1 and F2 are vectors, each of which represents a two-
state system, then the vector representing the complex system formed from 
these two systems is F1  F2.

The entangled states of complex quantum systems, which, according 
to Kronz and Tiehen (2002) correspond to emergent properties, are distin-
guished by the impossibility of expressing them as tensor products of low-
er-dimensional states. This observation warns us against an abusive simpli-
fication of the criterion of emergence. It refutes the idea that any state of a 
complex system, whose description can be obtained from a multiplicative 
procedure based on the description of its constituent parts, is emergent. 
However, the objection raised by Kronz and Tiehen against such a simplis-
tic conception does not call into question my criterion of emergence, which 
concerns the form of the law of composition and itself is a consequence of the 
set of laws that governs the interactions among the parts. In quantum mech-
anics, this law is represented by the Hamiltonian of the system, which deter-
mines its evolution and properties, in particular the eigenvalues of its observ-
ables. And it is indeed the presence of non-linear terms in the Hamiltonian 
that is responsible for its non-separability, which in turn is responsible for 
the non-separability of the system and the fact that the state of the intricate 
system is emergent. This means that we cannot represent the system and its 
evolution as a conjunction (whether by addition or by multiplication) of sub-
systems, each of which evolves as a function of its own Hamiltonian, which 
is “separable” (i.e., whose expression is independent of references to the other 
subsystems). The properties of the parts of such an intricate system cannot 
be represented without reference to the other parts. In quantum mechanics, 
a part p1 of a system s is described by a “density operator” r1(t) obtained by 
forming the trace over the complementary part p2 of the system. The math-
ematical development shows that the evolution of p1 can be described by a 
separate operator of evolution U1(t), only if the Hamiltonian is separable. If it 
is not separable because  it contains non-linear terms of interaction, then the 
evolution of p1 is at all times dependent on the evolution of the whole system 
s. Mathematically, the operator U(t) of the evolution of the whole system is 
separable: that is, it can be represented as the product of two operators U1(t) 
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and U2(t) so that U(t) = U1(t) U2(t), if and only if the Hamiltonian of s is 
separable: that is, it can be written as the sum of two Hamiltonians 1 and 

2 describing separately the subsystems p1 and p2. In mathematical terms, we 
switch from addition to multiplication because U is an exponential function40 
of : U(t) = exp(– i t).

Given the fundamental role of the Hamiltonian, this seems to show 
that the criterion of the additivity of laws of interaction is applicable in 
quantum mechanics. However, the criterion can be generalized outside that 
framework.41

7. Qualitative and Quantitative Difference
The qualitative “novelty” (Alexander 1920, 14n2) of the emergent properties 
of a whole in relation to the properties of its parts is one of the most important 
criteria of emergence for the classical emergentists. Novelty is also the funda-
mental feature of emergence in the definitions of emergence offered by Bunge 
(2003, 17)42 and Sperry (1986, 267).43

In line with my thesis, Bunge argues that the emergence of a property is 
compatible with the possibility of explaining or deducing it: “It is mistaken to 
define an emergent property as a feature of a whole that cannot be explained 
in terms of the properties of its parts. Emergence is often intriguing but not 
mysterious: explained emergence is still emergence” (2003, 21).44 However, 
the concept of novelty used by Bunge is too vague to support the distinction 
between emergent and resultant properties. According to him, a property P 
of a complex object x is resultant if there are components of x that also have 

40 This presupposes that  does not depend explicitly on time.
41 Kronz and Tiehen give “some measure of plausibility” to the idea that the presence of 

non-linear terms in the Hamiltonian of a classical system can be responsible for emergent properties 
insofar as “a classical system can exhibit chaotic behavior only if its Hamiltonian is nonseparable” 
(2002, 332).

42 Bunge does not distinguish, in this definition, between synchronic and diachronic 
emergence. His conception of emergence makes any property acquired over time, even during a 
simple spatial shift, an emergent property.

43 In Popper’s words, “there is the emergence of life . . . [that] creates something that is 
utterly new in the universe” (1977, 342). A little later, he says that “the fact of the emergence of 
novelty, and of creativity, can hardly be denied” (343).

44 Bunge also says that “every emergent property of a system can be explained in terms of 
properties of its components and of the couplings amongst these” (1977, 503; quoted by Stephan 
1992, 31).
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the property P. In other words, Bunge identifies emergence with what I called 
above the systemic character of a property. But we have seen that being sys-
temic is not enough to be emergent. Without a distinction between systemic 
and emergent, Bunge cannot avoid considering all macroscopic properties 
as emergent. The property of weighing 100 kg is “new” compared with the 
property of weighing 50 kg, whereas it is clearly a resultant property. For his 
criterion to acquire a precise content, it is necessary to give a rigorous mean-
ing to the distinction between qualitative novelty and quantitative novelty so 
that it corresponds to the intuitive difference between emergent and resultant 
properties.

Assumption (C4) suggests that the non-linear form of the law of compos-
ition is responsible for the qualitative difference between the emergent prop-
erties and the properties of the parts. Psychological research has established 
the existence of psychophysical laws that can be described via functions from 
stimulus space to representational space. As we saw earlier (Chapter 3.5), the 
metric properties of the latter can be determined empirically (Shepard 1962; 
Clark 1993). With knowledge of these psychophysical laws of composition, it 
becomes possible to predict the secondary quality or the qualitative appear-
ance associated with a stimulus that has not yet been experienced (by some 
particular subject or even by anyone), for example the smell of a perfume 
made for the first time. As Feigl says, with knowledge of psychophysical laws 
and of the representational space of odours, “we should be able to predict the 
location of the quality in the topological space of odors” (1958, 416) by means 
of extrapolation.

The phenomena of colour vision can illustrate the appearance of new 
properties: the qualities of experience or “qualia.” When we see light pro-
duced by the superposition of rays of different colours, the perceived colour 
is qualitatively different from the colour of the components. It is not the 
result of a simple superposition, or addition, of the sensations produced by 
each of the stimuli taken separately. The phenomenal appearance of the per-
ceived colour is the result of a complex process. The signals received by the 
light-sensitive cells in the retina — the cones — are transformed by a set of 
“opponent processes,” postulated in psychological terms by Hering (1920). 
The neurophysiological mechanism underlying this process was discovered 
by Hurvich and Jameson (1957). Through the interplay of reinforcement and 
inhibition, the three types of light-sensitive cones located in the retina, with 
maximum sensitivity respectively to long (L), medium (M), and short (S) 
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wavelengths, give rise to three signals: an achromatic transmission channel 
made up of neurons that “add” the signals from the L and M receptors, giving 
rise to the perception of white when the signal is positive, and the perception 
of black when the signal is negative. A second, chromatic, channel is made up 
of neurons that “subtract” the signals from the L and M receptors. The signal 
from this channel produces perceptions of red, if the net signal is positive, or 
perceptions of green, if the net signal is negative. Subtracting the signal from 
the receptors sensitive to the shortest wavelengths (S) from the sum of the 
signals from L and M gives rise to a third signal that produces perceptions of 
yellow, if the result of this interaction is positive, or blue, if it is negative (see 
Lennie 2000, 577–78).

This mechanism explains why it is impossible to perceive a colour that is 
a mixture of red and green or of yellow and blue: when we are exposed to light 
composed of a superposition of rays of two exactly opposite colours (in the 
sense that their signals come from the same place in the visual field but are 
of opposite signs) and of the same intensity, the signal is zero. The opposite 
colours, rather than producing a mixed or combined appearance, cancel each 
other out. As Hardin puts it,

since the neutral point of an opponent pair is achromatic, 
any stimulus that will put both chromatic opponent systems 
in balance will yield an achromatic perception. . . . If we are 
given a yellowish green light, we can render the appearance 
of this stimulus achromatic by adding enough blue to offset 
the yellow and enough red to balance the green. . . . Whiteness 
may be generated by as few as two wavelengths and in an in-
definitely large number of ways. (1988, 38–9)

It is equally interesting to disregard the details of the complex mechan-
isms that lead from the absorption of light of different wavelengths to the 
perception of colours and instead to examine the result of this process: the 
structure of colour representations. As we have seen in Chapter 3, it is pos-
sible to reconstruct the structure of the cognitive space of colour representa-
tion, and in particular the minimum number of its dimensions, just from 
judgments of similarity between perceived colours. We find that the colour 
representation space has two dimensions and that the colour representations 
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of the visible colours occupy points on the circumference of an approximately 
circular structure (see Figure 3.1).

The net result of the treatment of the physical stimulus by the colour vi-
sion system, therefore, is the transformation of a one-dimensional space into a 
two-dimensional structure located in a two-dimensional space. The simplest 
physical stimuli that give rise to the perception of colours are “monochro-
matic” rays in the physical sense (i.e., rays that contain only one wavelength). 
These coloured stimuli are ordered in a single dimension, which corresponds 
to a portion of the series of wavelengths, starting at a wavelength of around 
400 nm and ending at a wavelength of around 700 nm.45 The net result of the 
treatment of light signals by the visual system is the emergence of coloured 
perceptions.

The psychophysical laws that determine colour representations from 
physical stimuli are clearly non-linear since they associate representations 
located around the circumference of a circle with stimuli ordered along a 
single dimension. More generally, Shepard’s work on the structure of the rep-
resentational space of a certain number of phenomena belonging to different 
sensory modalities, shows that the transformation between stimuli and rep-
resentations does not preserve relations of proximity. Intuitively, the projec-
tion of the space in which the stimuli are located onto the representational 
space is accompanied by a deformation that is generally inhomogeneous: the 
representations of two pairs of stimuli at equal distance from each other in 
physical space generally will not be at equal distance from each other in rep-
resentational space.

However, the non-linear form of the law of composition is not a sufficient 
condition for qualitative novelty. According to the Weber-Fechner law, the 
intensity of sensations is a logarithmic function of the intensity of stimula-
tions: S = k log I, where S is the intensity of the sensation, I is the intensity of 
the stimulation, and k is a constant.46 However, the intensity of the sensation 
caused by a stimulus of double intensity, which results from the superpos-
ition of two rays of the same colour, differs only quantitatively (by k log 2) 

45 Beyond these limits, electromagnetic waves do not give rise to coloured perceptual 
experiences and are therefore not visible. Rays with wavelengths just under 400 nm are called 
infrared; rays with wavelengths just over 700 nm are called ultraviolet.

46 The unit of measurement for S is the differential threshold (i.e., the sensation 
corresponding to the smallest perceived difference in intensity).
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from the intensity of the sensation caused by a stimulus of single intensity. 
Accordingly, we need to supplement criterion (C4) with a condition guaran-
teeing the new quality of the emergent property.

Topological equivalence can be used as a mathematical criterion to ac-
count for the intuition of the qualitative difference between physical stimuli 
and sensations. The concept of topological equivalence between two spaces is 
formally defined by the existence of a homeomorphism between these spaces. 
If such a homeomorphism exists, then the spaces themselves are said to be 
homeomorphic, meaning that they are topologically identical. A homeo-
morphism is defined as a continuous bijection whose inverse is also continu-
ous. It is not necessary to give the definitions of these mathematical terms in 
order to acquire an intuitive notion of topological equivalence. We can use, in 
fact, this intuitive criterion: two spaces are topologically equivalent if we can 
deform one into the other, without cutting it up or merging its different parts.

The topological non-equivalence of the one-dimensional space of physical 
monochromatic colours and the two-dimensional space of colour representa-
tions is manifested by a number of phenomena. The simplest of them are the 
complementary colours and the similarity of the colours corresponding to the 
stimuli at the extremes of the ordered series of physical stimuli, namely violet 
and red. These stimuli are separated by the greatest possible interval. In other 
words, violet and red are the most physically dissimilar of all the pairs of 
stimuli. However, their representations are no more dissimilar, for example, 
than the representations of yellow and green. Representations of colours lo-
cated in diametrically opposed positions on the circular psychological space 
form complementary contrasts, giving rise to a number of well-known phe-
nomena that have no equivalent in terms of physical stimuli: a ray composed 
of two rays of complementary colours of equal intensity is perceived as white 
(i.e., devoid of chromatic colour). Also, a small coloured surface surrounded 
by grey is perceived as surrounded by the opposite colour: a red disc is per-
ceived as surrounded by green even though the background is perceived as 
grey if it is not juxtaposed to red.

It seems that the criterion of topological equivalence can be used to give 
a mathematically rigorous meaning to the idea of qualitative difference. The 
same criterion can be applied to physical systems. As far as the dynamic prop-
erties of a physical system (considered in classical mechanics) are concerned, 
a change between two dynamic states of a system is quantitative only when 
the trajectories of the system in its phase space — in these two states — are 
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topologically equivalent; conversely, it is a qualitative change if the trajector-
ies of the system are not topologically equivalent.

We can use the topological concept of novelty47 in the definition of emer-
gence as follows: when a purely quantitative change in microscopic param-
eters gives rise to a qualitative change in the trajectory of the system, this 
trajectory corresponds to an emergent property of the system.48 When it is a 
resultant property of the system, a quantitative change in microscopic prop-
erties leads only to a topologically equivalent transformation of the system’s 
trajectory.

However, the requirement of topological difference is too strong. The ex-
ample of gases obeying the van der Waals equation shows that qualitative 
changes that do not correspond to topological differences can underlie emer-
gence. Under certain conditions, these gases undergo phase transitions,49 
qualitative changes in their overall properties.

Figure 4.1 Graphs of three isotherms for a van der Waals gas. Critical point: critical pressure pc, 
critical volume Vc, critical temperature Tc. Isotherms are functions of pressure, dependent on volume, 
at a fixed temperature. From Rueger (2000a, 484). 

Figure 4.1 shows three curves, known as “isotherms,” that exhibit the de-
pendence of pressure on volume at constant temperature. The three isotherms 

47 Anderson (1972) suggests using a criterion of symmetry breaking to characterize the 
emergence of qualitatively new properties in physical systems.

48 The trajectories of undamped and damped oscillators (Rueger 2000a) are not topologically 
equivalent.

49 Batterman (2002, Chapter 4) gives an accessible presentation of the reductive explanation 
of the phenomenon of phase transition.



The Material Mind180

shown in the diagram are qualitatively different because they do not have the 
same variations. Above a certain temperature, known as the “critical temper-
ature” Tc, the volume of the gas is a strictly monotonic function of pressure; 
any decrease in pressure is accompanied by an increase in volume. At temper-
atures higher than Tc, the gas cannot be liquefied; the system remains in the 
gaseous state (also called gaseous “phase”).

However, below the critical temperature, the relationship between pres-
sure and volume is not monotonic. When we reduce the pressure of a liquid 
initially under high pressure (point A in Figure 4.1) at constant temperature, 
we reach a point (B in the figure) where, if we transfer heat to the liquid, the 
volume increases (up to point C) while the pressure remains constant. This 
process corresponds to a phase change from the liquid state to the gaseous 
state, which appears in the characteristic form of the isotherm for all values 
of T<Tc. The isotherms for T<Tc are qualitatively different from isotherms at 
temperatures higher than Tc (see Rueger 2000a, 485).

We can thus reason as follows: the systemic property of being liquid or 
gaseous is emergent with respect to the microscopic properties of the com-
ponents (the molecules) because certain small, purely quantitative, changes 
in the properties of the components are responsible for qualitative changes in 
the systemic property. A small change in the kinetic energy of the molecules 
(which corresponds to a change in the temperature of the gas) that causes it 
to pass through the critical value Tc results in a radical change in the depend-
ence of pressure on volume. This change corresponds to the transition from a 
regime without phase transition to a regime with phase transition.

A consequence of my hypothesis is that a system that does not exhibit 
phase transitions, for example an ideal gas, has only resultant global proper-
ties: they change only quantitatively when the properties of the components 
undergo a small quantitative change, such as a change in kinetic energy. In 
contrast, a system — such as a van der Waals gas — that undergoes phase 
transitions has emergent global properties since these properties can change 
qualitatively when there is a small quantitative change in the properties of the 
components.

Rueger (2000a) presents systems with phase transitions as examples of 
“diachronic emergence.” According to Rueger, a new global property, for ex-
ample that of being in a gaseous state, emerges over time from another global 
property, that of being in a liquid state, when the pressure drops and the sys-
tem is below the critical temperature. However, we can also use concepts of 
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mathematical similarity and difference to characterize the concept of emer-
gence of interest here. Synchronic emergence characterizes global proper-
ties with respect to the properties of the components that determine them 
synchronously. Unlike Rueger, I do not consider the qualitative change itself 
during the phase transition as a case of emergence (in the course of time); 
rather, I take it as a criterion showing that the global property that undergoes 
this qualitative change is emergent. One can justify this use of qualitative 
change as a criterion of synchronic emergence in the following way: since 
a quantitative change in the properties of the components determines (by 
a non-linear law of composition) a qualitative change in a global property, 
there must be a qualitative difference between the properties of the compon-
ents and the global property. If the properties C (of the components) are only 
quantitatively different from the properties G (global), then properties C1 and 
C2, which are only quantitatively different, would determine properties G1 
and G2, which also would be only quantitatively different. In the case of sub-
stances with a phase transition, the antecedent of the latter conditional can 
be true and the consequent false (in my example, if the difference between 
C1 and C2 corresponds to the difference between a state below Tc and a state 
above Tc); therefore, the G properties are not only quantitatively different 
from the C properties.

In this example, the global properties examined are dynamic properties: 
they are dispositional properties (powers) of the system that determine its 
evolution. This does not prevent them from being intrinsic properties that 
the system possesses at a given moment. The properties that are emergent 
according to this criterion, in particular the property of being disposed to a 
qualitatively new dynamic behaviour, are “new” compared with the proper-
ties of the components because the emergent properties are subject to differ-
ent laws: they follow an evolution qualitatively different from the evolution of 
the isolated components by virtue of their properties and the laws that apply 
to them. It is the difference in the laws to which the properties are subject that 
proves that they are indeed different properties.50 Accordingly, the emergent 
property imposes a specific evolution on the system. At each moment when 
the system possesses the structural conditions required for emergence (i.e., 
when its parts have the appropriate properties and relationships), the law of 

50 In Kistler (2002a), I show that the identity of a property is determined by the set of laws 
in which it is involved.
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composition has the nomological consequence that the system possesses the 
emergent property. This nomological determination is synchronic — even if 
the properties involved are predominantly characterized diachronically — by 
virtue of how their possession causes the system to evolve.

The property of a van der Waals gas of being disposed to undergo a phase 
transition is an emergent property: it obeys the fundamental criterion of 
novelty in relation to the properties of the components, a dynamic novelty 
accompanied by the novelty of the laws that it obeys. However, it does not 
obey the condition of emergence imposed by classical emergentists of being 
irreducible to the properties of the parts and their relationships or of being 
inexplicable or unpredictable. According to the concept of reduction de-
veloped above, the existence of a law of composition that determines (nomo-
logically) that the system possesses G if its parts possess P11 . . . Pnm suffices 
for the reducibility of G. Once the law is known, the possession of G can be 
deduced, and consequently explained (and predicted), in the sense of the de-
ductive-nomological model.51

The possibility of defining precisely what is meant by a qualitatively new 
property of a system, compared with the properties of its parts, allows us to 
add the condition of novelty to our necessary condition of emergence.

51 Rueger (2000a, 2000b) distinguishes between weak and strong emergence. A property is 
strongly emergent if it gives the system causal powers that the parts of the system do not possess. 
A property of a complex system is weakly emergent if, first, it gives the system a new dynamic 
behaviour and, second, it is irreducible. From the point of view of the nomological conception of the 
identity of properties, it seems to be contradictory to associate the novelty of the dynamic behaviour 
of a system with a weakly emergent property but to deny that this property gives new causal 
powers to the system. Only a different causal power can make the system evolve in a different way. 
However, Rueger’s thesis, according to which even weakly emergent properties are irreducible, is 
only apparently incompatible with my thesis according to which emergent properties are reducible 
in principle. The appearance results from the use of a different concept of reduction. Rueger uses the 
concept of reduction common in science and analyzed by Nickles (1973). This concept characterizes 
a relationship between two successive theories describing phenomena at the same level, for example 
Newtonian mechanics and relativistic mechanics. Wimsatt calls it “successional reduction” as 
opposed to “explanatory reduction” (1976b, 677). In Chapter 1, I introduced the distinction between 
the “intralevel” successive reduction between two theories describing phenomena of the same level 
and the “micro-macro” explanatory reduction. An equation of relativistic mechanics, for example 
the equation that determines the addition of velocities, is said to “reduce” to the analogous equation 
of Newtonian mechanics, in the limit where the relative velocity is negligible compared with the 
speed of light. This sense of the term “reduce” has nothing to do with the sense that allows us to 
affirm the reducibility of emergent properties, which concerns the relationship between properties 
of different mereological levels.
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(C5) A global property G of the complex object s is (strongly) 
emergent if and only if (it is weakly emergent and if) (1) the 
fact that s has G is determined by the fact that s has parts p1 . . . 
pn that have properties P11 . . . Pnm, as well as by a non-linear law 
of composition, which is not a logical consequence of laws gov-
erning the properties P11 . . . Pnm of the parts in isolation, and 
if (2) the property G is qualitatively different from properties P 
in the sense of topological equivalence or other mathematical 
criteria.

The qualitative novelty of emergent properties gives rise to stability: the 
emergent property depends, of course, on the properties of the parts of the 
system, but it nonetheless possesses a certain autonomy that manifests itself 
as independence from certain microscopic changes in the parts. The fact 
that a system is in a solid or liquid phase is a robust emergent property.52 An 
emergent property is robust in the sense that it has a certain (relative) in-
dependence from the properties of the components, such that a large number 
of small changes in the properties of the parts of the system does not induce 
a qualitative change in the overall property. The temperature of a gas, for 
example, is robust in this sense, with respect to many changes in the vel-
ocity and position of the particles that compose it: insofar as these changes 
— which occur continuously in the gas — do not affect the average kinetic 
energy over all particles and over time, the temperature is not affected at all 
and can therefore be said to be robust.53

52 Rueger (2000a) gives the opposite meaning to the concept of robustness, in which 
robust properties are non-emergent, or resultant, properties: a small change in the properties of 
components is reflected in a small change in the properties of the whole. For Rueger, emergent 
properties are therefore not robust in the sense that the non-linear nature of their dependence on 
component properties means that certain small changes in component properties are accompanied 
by (i.e., determine) radical changes in overall properties.

53 We can hypothesize that properties that are “robust” in this sense obey causal laws that 
are “insensitive” in the sense of Lewis (1986, 184) or “stable” in the sense of Woodward (2010). 
The robustness of emergent properties corresponds to the insensitivity of functional properties 
with respect to their different physical realizations, according to Putnam’s machine functionalism. 
Indeed, Putnam points out that, insofar as mental states are structural functional states, they are 
invariant in terms of small changes in their physical realization. He draws an analogy to explanation. 
In his terms, “a good explanation is invariant under small perturbations of the assumptions” (1975b, 
301). The good explanation refers to robust functional properties, and the assumptions refer to the 
physical realization. See Menzies and List (2010).



The Material Mind184

To bolster the concept of robustness as the invariance of a systemic prop-
erty with respect to small variations in the properties of the components of 
the system, we can use the concept of attractor from the theory of dynamic 
systems. In the phase space used to represent the evolution of a dynamic sys-
tem, a “fixed point” is a set of values of the variables determining the state of 
the system, for which the system remains stable. A fixed point is an attractor 
if it has a neighbourhood — called its basin — such that, if the system enters 
this neighbourhood, its trajectory converges toward the fixed point.

Using the notion of an attractor, we can hypothesize that each robust 
emergent property corresponds to an attractor, with respect to the trajectory 
of the system in its phase space. In this sense, the existence of an attractor 
can serve as a rigorous formal criterion for the existence of a robust property. 
Newman (1996, 2001) offers an analysis of the emergence of a property of a 
system in terms of its dynamics. In particular, he considers mental properties 
to be emergent properties of the brain, insofar as they correspond to the exist-
ence of basins of “strange” attractors in the phase diagram of the non-linear 
dynamic system of the brain (2001, 190). However, the condition imposed by 
Newman seems to be too strong: it is not necessary for the attractor to be of 
the “strange” type. The reason for imposing this condition is that a strange 
attractor causes non-periodic trajectories in phase space, which means that 
the system never returns to the same state twice and that two arbitrarily close 
points diverge exponentially in the course of the system’s evolution (1996, 
254–55). Newman argues that emergence requires the system to be in the 
basin of a strange attractor because this makes it impossible to predict the 
states of the system far enough into the future. But the impossibility of pre-
dicting the future states of the system seems to be neither necessary nor suf-
ficient for emergence.

1. It is not necessary: the appearance of emergent properties, 
such as the ordered crystallized state during the 
solidification of a liquid, corresponds to a point attractor; 
it is perfectly predictable.

2. It is not sufficient: when the system is in the basin of a 
strange attractor, it does not robustly possess any systemic 
property. The state is sensitive to small variations in the 
initial conditions, whereas emergent properties are not.
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The same objections can be made to a recent version of the epistemic 
conception of emergence, according to which a macroscopic property P of a 
dynamic system is emergent if the possession of P can be derived only from 
a microscopic description of the system and external conditions by making 
use of simulation (Bechtel and Richardson 1992; Bedau 1997; Holland 1998; 
Huneman 2008). This condition is both too weak and too strong.

1. The condition is not sufficient for emergence. A system 
can be complex in the sense that its state can be predicted 
only by simulation yet have no emergent properties. 
This is the case of chaotic systems that have only strange 
attractors, such as the double pendulum.

2. Nor is it a necessary condition for emergence. When a 
system has a robust emergent property, in particular a 
property that corresponds to the existence of an attractor, 
in the phase diagram of the system, that has the topology 
of a point or cycle, its appearance can be predicted 
without any simulation, simply from the presence of the 
state of the system in the basin of the attractor.

8. The Limits of Explaining Emergent Properties
We have seen that we can take up the vocabulary of classical emergentism 
only by imposing new meanings on the terms “emergent” and “resultant”: 
none of these types of properties is determined by causal laws, and none can 
be discovered a priori. However, the non-causal (rather than causal) and 
ontological (rather than epistemic) interpretation of the concepts “emergent” 
and “resultant” is not the only, and perhaps not even the most important, 
difference between the classical concept of emergence and the concept de-
veloped here. The thesis whose refutation is generally considered to be re-
sponsible for the defeat of emergentism is that of the mysterious character of 
emergent properties; indeed, according to classical emergentists, the essential 
justification for the assertion that a property is emergent is that it is impos-
sible to explain its origin.

Since Locke, the association of the perceptive experience of second-
ary qualities with certain stimuli has been considered as a paradigm of the 
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mysterious character of emergent properties. Locke expresses the idea that 
this is a “brute nomological fact,” inaccessible to any explanation, by saying 
that it is the impenetrable will of God, which appears to us as arbitrary, that 
associates a given stimulus with the smell of violets rather than with the pain 
caused by a steel knife cutting our flesh. He asks us to suppose

that a Violet . . . by the impulse of such insensible particles of 
matter . . . causes the Ideas of the blue Colour, and sweet Scent 
of that Flower to be produced in our Minds. It being no more 
impossible, to conceive, that God should annex such Ideas to 
such Motions, with which they have no similitude; than that 
he should annex the Idea of Pain to the motion of a piece of 
Steel dividing our Flesh, with which that Idea hath no resem-
blance. (1689, Book II, Chapter VIII, para. 13)

Without using the notion of God, Alexander essentially expresses the 
same idea. In his words, “the existence of emergent qualities . . . is something 
to be noted, as some would say, under the compulsion of brute empirical fact, 
or, as I should prefer to say in less harsh terms, to be accepted with the ‘natural 
piety’ of the investigator. It admits no explanation” (1920, 46–47). Similarly, 
Broad (1925) and Lloyd Morgan (1926) insist that it is impossible to predict 
the emergent properties of a complex object on the mere basis of knowledge 
of its components and their properties, whereas it is possible to predict its 
resulting properties.

We can accept these theses of the impossibility of predicting and explain-
ing emergent properties only if we interpret them in a new way. It is correct 
that we can neither predict nor explain the properties of a complex object if 
we know only the properties that its component parts possess in isolation 
from each other. However, contemporary science gives us no positive reason 
to think that — among chemical, biological, or psychological properties — 
there are emergent properties in the sense of Alexander, Broad, and Lloyd 
Morgan, impossible even in principle to predict and explain. The discovery of 
a reductive explanation, such as that of chemical bonding, of the mechanism 
of oxygen transport in blood or of the fixing of long-term memory refutes the 
idea that emergent properties cannot be explained.

Nevertheless, we can admit that the existence of emergent properties re-
mains in a sense mysterious even if it is the subject of a reductive scientific 
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explanation based on laws of composition. The sense of mystery stems from 
the fact that these laws are truths of fact rather than truths of reason. Since 
we discover the laws, in other words, because they cannot be known a pri-
ori, there is a sense in which we cannot understand why the laws have the 
forms that they do. When it comes to fundamental laws, we have to content 
ourselves with observing them without being able to hope to explain them. 
Ontologically, the laws of nature are necessary. However, they are epistem-
ically a posteriori. This has the consequence that we can conceive of them 
being different from what they are. We can express this by saying that laws 
are “epistemically contingent.”

I suggest that the persistent intuition of mystery surrounding emergent 
properties can be explained by the fact that their existence cannot be derived 
in a purely a priori way. For example, the emergence of a regular crystal from 
atoms that have no perceptible shape, the emergence of the shape of a flower 
from biological molecules, and above all the emergence of the qualitative ex-
perience of colours from the physiological mechanisms in our body continue 
to amaze us even when we possess a reductive explanation of these phenom-
ena. The existence of these properties and phenomena remains partly mys-
terious in the same sense and for the same reason that the fundamental laws 
of nature remain mysterious.

Although I have just acknowledged that we can accept, in a sense, that the 
existence of emergent properties is partly beyond our comprehension, there 
is one big difference between this and classical emergentism: here emergent 
properties are not absolutely mysterious; the “natural piety,” to use Samuel 
Alexander’s (1920) expression, with which we are forced to accept their exist-
ence no longer needs to be unlimited as might have seemed to be inevitable 
before the advent of quantum mechanics, molecular biology, and cognitive 
neurophysiology. These sciences show how emergent properties can be re-
duced and explained. The only mystery that remains is the a posteriori nature 
of the laws of composition used in the reductive explanation. These laws, or 
at least the fundamental laws from which in turn they can be derived, always 
remain “brute nomological facts”: even when the reductive explanation of a 
particular law of composition is discovered, that explanation is based ultim-
ately on axiomatic laws that in turn cannot be explained. This observation is 
independent of whether the relevant law is more or less deeply integrated into 
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a theory.54 As a theory covering a certain domain of phenomena develops, the 
laws governing these phenomena change their status: what originally were 
“brute” empirical laws, hypothesized on the basis of induction from observa-
tion, become deducible laws within the framework of a theory. Thus, to dis-
cover an experimental law describing the behaviour of a chemical substance, 
at first it might be “absolutely necessary to study samples of that particular 
compound” (Broad 1925, 64). But the construction of a theory of the chem-
ical behaviour of all compounds of a certain type can later make it possible 
to deduce (and in this sense explain and predict) this particular law from 
more general principles or laws and ultimately from the most general axioms 
and principles of the theory. Nevertheless, it always remains an empirical law 
whose explanation must end with principles and axioms that themselves are 
neither explicable nor predictable. For example, the law of composition that 
imposes the form (*) on the Hamiltonian of the molecular ion H2

+ allows us 
to explain, up to a certain point, the properties of the molecule and, above all, 
the fact that it exists in a stable manner, thanks to the existence of a minimum 
of the overall energy at a certain distance R0 between the protons. However, 
this explanation does not have the transparency of an a priori explanation. 
It necessarily starts from premises that contain an ineliminable empirical 
element: the particular form that the terms of the Hamiltonian take because 
of the interaction among the different components of the system. To distill 
the truth from Alexander’s statement quoted above, we would have to say 
that emergent properties exist “under the compulsion of brute empirical law,” 
where Alexander said “under the compulsion of brute empirical fact” (1920, 
46), and instead of saying that their existence “admits no explanation” (47) it 
is more correct to say that it “admits no a priori explanation” or that it “admits 
only explanations that rest on ultimately inexplicable premises.”

The concept of a “microbased” macroscopic property (henceforth MB 
property) developed by Kim might seem to provide a way of invalidating this 
result by conceiving of macroscopic properties — emergent or otherwise — 
as purely logical functions of underlying microscopic properties. Kim starts 

54 We can put this idea parallel to the conception of explanation as resulting from the 
unification of the system of scientific knowledge: according to Kitcher, science explains by teaching 
us “how to reduce the number of types of facts we have to accept as ultimate (or brute)” (1989, 432).
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from the concept of a “structural” property introduced by Armstrong.55 A 
structural property of s is defined by the fact that the parts of s have certain 
properties and stand in certain relationships. Kim defines the concept of an 
MB property as follows: “P is a micro-based property just in case P is the prop-
erty of being completely decomposable into nonoverlapping proper parts a1,  
. . ., an, such that P1(a1), P2(a2), . . ., Pn(an), and R(a1, . . ., an)” (1998, 84), where P1 
. . . Pn represent properties of the parts a1 . . . an and R relations among these 
parts. This concept makes it possible to attribute to an object the property of 
having parts that in turn have mutual properties and relations. In this sense, 
it points the way to the development of the concept of a causally efficient 
macroproperty. However, the conditions that Kim imposes on MB properties 
are too weak to guarantee that the properties thus conceived are real or, in 
other words, causally efficient.56 Most MB properties are not real properties 
in this sense (see Kistler 2005c, 149–50). Take a mereological sum whose ele-
ments do not interact with each other. The mereological whole composed of 
the electrons of billiard ball A and the nuclei of billiard ball B has neither the 
causal powers of a billiard ball nor any other causal powers. The existence of 
an MB property, conceived of in Kim’s manner, is a logical consequence of the 
existence of the “parts” (of the mereological whole to which the MB properties 
are attributed), whereas the existence of a whole endowed with its own causal 
powers depends on the existence of appropriate interactions among the parts. 
Kim’s definition does not impose any constraint on the relations R among the 
parts, and it does not require in particular that they are physical interactions. 
The subject who sees a yellow spot at a certain point in her visual field has 
an MB thanks to her neurons and their activation states. But even if these 
neurons and their activities are in their “normal” spatiotemporal relations 
(i.e., in conditions appropriate for producing the mental state of perceiving a 
yellow spot at that location), if they are prevented from interacting, then the 
perceptual experience disappears.

Another way of showing that the conditions that Kim imposes on MB 
properties do not guarantee that every MB is causally efficient is this: a given 

55 “A property, S, is structural if and only if proper parts of particulars having S have 
some property or properties, T . . . not identical with S, and this state of affairs is, in part at least, 
constitutive of S” (Armstrong 1978, 2: 69).

56 “Real” properties are distinct from purely nominal properties that can be attributed to a 
system on a purely logical basis, based on the properties of its parts.
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whole has a different MB for each possible decomposition. But many dif-
ferent decompositions do not give rise to an equivalent number of causally 
efficacious properties. Conversely, an object that has only one natural decom-
position can have different causal powers. This is because of the interactions 
among the different properties of the parts. A hydrogen molecule H2 whose 
most natural decomposition is into two H atoms nevertheless has several 
causal powers, such as its magnetic moment and a fundamental frequency 
of oscillation.

Unlike an MB property, an emergent property of an object is determined 
by a law of composition that is not purely logical and requires physical inter-
actions among the parts. An emergent property is not identical to a structural 
or MB property because it is typically “multi-realizable” in two senses. First, 
different types of systems can possess it: the dynamic property of being dis-
posed to undergo a phase transition can relate to the phase transition in the 
magnetization of an iron crystal or to the phase transition in water during 
freezing.57 Second, there are many changes in the properties of the parts and 
their relationships that do not result in any change in the overall property of 
being disposed to undergo a phase transition. Many constellations of parts 
determine the same global property. This insensitivity of the overall property 
to variations in the determining properties of the parts characterizes robust 
systemic properties (see the previous section).

9. Avoiding Panpsychism
It seems to be difficult to deny that mental properties — as well as other 
properties usually taken to be non-physical, such as biological or chemical 
properties — are systemic. In other words, these properties appear only at 
a specific level: only a compound object of sufficient complexity can possess 
them but not its parts. Only a body more complex than an atom can be solid; 
only an organism can be adapted to its environment (in the sense of having 
fitness); only a cognitive system can represent its environment; only a human 

57 Kim (1992a) shows that we can save the identity thesis in a situation of multi-realizability 
of this type by relativizing the global property to the different types of systems that might possess it. 
There would not be “the” phase transition but a different phase transition property for each type of 
system. However, if we consider that the identity of a property is determined by the laws in which it 
is involved, then we can justify the intuition that it is a single property common to different types of 
systems.
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being can learn a systematic and creative language. To accept this idea is to 
adopt a doctrine that Girill (1976) calls “Democritean” in opposition to the 
“Empedoclean” doctrine. According to the latter, a micro-explanation of the 
possession of the macroproperty P by a system s must start from the fact 
that, among the components of s, some part already possesses, or some parts 
already possess, P (Klee 1984, 50). The Democritean conception, universal-
ly recognized today, admits that it is possible to explain the possession of a 
macroscopic property P of a system s in a way that does not presuppose that 
there are parts of s that possess P. For example, quantum mechanics explains 
the stability of molecules and the solidity of solid bodies by the stability of the 
bonds among atoms without attributing solidity to those atoms.

When we do not know the laws of composition that would explain 
a certain emergent property by a microreduction, we might be tempted to 
conclude that the Empedoclean doctrine is true. As far as mental properties 
are concerned, this is tantamount to accepting panpsychism. William James 
develops the argument in favour of panpsychism in this way: “If evolution is to 
work smoothly, consciousness in some shape must have been present at the very 
origin of things. Accordingly, we find that the more clear-sighted evolutionary 
philosophers are beginning to posit it there. Each atom of the nebula, they 
suppose, must have had an aboriginal atom of consciousness linked with it” 
(1890, 149).

Thomas Nagel (1979) more recently took up this argument for pan-
psychism, taking as premises the existence of mental properties and the 
impossibility of the only two conceivable ways of explaining their presence: 
they cannot be logically deduced from physical properties, and we have no 
Democritean explanation either. Therefore, we must conclude that pan-
psychism is true. More precisely, Nagel argues as follows.

1.  Human beings are complex systems composed entirely of 
matter.

2.  Mental properties are not logically implied by physical 
properties.

3.  Human beings have mental properties.

4.  There are no emergent properties. In other words, all 
properties of a complex system that are not relations 
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between this system and something else derive from 
the properties of their constituents and their mode of 
combination.

From these premises, Nagel concludes that panpsychism is true: “The basic 
physical constituents of the universe have mental properties” (181). The valid-
ity of his argument depends on the interpretation of the word derive in prem-
ise (4), which states that all real properties of a system can be derived from the 
properties of its components and how they are combined. If the word derive 
means “logically deduce,” then the argument is valid.

It is well known that what is a modus ponens for one is a modus tollens 
for another. If the conclusion of the argument (i.e., the truth of panpsychism) 
is taken to be unacceptable, then one of the premises must be false. I take 
premises (1) and (3) to be undeniable. Thus, either (2) or (4) is false, or both 
are false. In Chapter 2, I critically analyzed the doctrine of “cosmic hermen-
eutics,” according to which it is possible to deduce a priori all of the proper-
ties of the universe (including psychological properties but with the notable 
exclusion of qualia) from the knowledge of physical properties alone. My 
refutation of cosmic hermeneutics comes down to justifying premise (2) of 
Nagel’s argument.

Now this refutation of cosmic hermeneutics also shows that (4) is false 
if we understand the word derive to mean “deduce from logical principles 
alone.” Conversely, if the word means “deduce, possibly by means of laws 
of composition,” then (4) simply corresponds to the physicalist requirement 
that I imposed at the beginning of this chapter, among other conditions, on 
“weak” emergence. In this case, all premises are true, but the argument is 
no longer valid: if mental properties are derived nomologically (4), without 
being derivable logically (2), then humans can be composed solely of matter 
(1), while having mental properties (3), without the panpsychist conclusion 
being true (i.e., without humans’ microscopic components having mental 
properties).

10. Response to a Version of Kripke’s Argument against 
the Identity Theory
According to the conception developed in this book, mental properties are 
global properties that emerge from the properties of the parts of the body of 
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their possessor and from the interactions among those parts. Global proper-
ties, and mental properties in particular, are determined by laws of compos-
ition. Since these laws are necessary, it is also necessary that any individual 
who possesses the physical configuration underlying a mental state possesses 
the mental state determined by the relevant law of composition.

Kripke (1972) developed a famous argument against the thesis of the 
identity of a phenomenal mental property, such as pain, with an underlying 
physical property. Kripke began with the thesis that identity statements ex-
pressed with rigid designators are necessary and then argued that the relation 
between phenomenal mental properties and underlying neurophysiological 
properties is really, not just apparently, contingent. Now we can construct an 
argument analogous to Kripke’s that seems to refute my conception of the 
relation between physical and phenomenal properties.

According to my approach, pain is an emergent property of persons and 
animals, determined nomologically by the interaction of certain parts of 
their organisms according to their properties.

(*) Pain (S) = the global property G of the organism, deter-
mined by the law of composition L, from the physical property 
P (an MB macroproperty of the organism).

To simplify the analysis, let us assume that pain is not multi-realizable. In 
other words, let us assume that only P gives rise to S by virtue of the law L.

Here is an argument analogous to Kripke’s. (1) If the identity (*) is true, 
then it is necessarily true because “pain” and “P” are rigid designators. (2) 
(*) appears to be contingent, but (3) this apparent contingency cannot be ex-
plained by a confusion between metaphysical modality and epistemic modal-
ity. According to Kripke, such a confusion explains in particular that

(**) heat = kinetic energy 

seems to be contingent. Indeed, we confuse this identity of the properties 
themselves (which is necessarily true) with the contingent identity of

(***) what appears to be hot to us = kinetic energy, 

where “what appears to be hot to us” is a non-rigid designator that can desig-
nate different properties in different possible worlds.
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For this explanation to work, (**) and (***) must be modally different. In 
the case of pain, the analogue of (***) is

(*’) what appears to us as pain = the property G that P deter-
mines as a function of L.

According to Kripke, there is no difference between (*) and (*’) since pain is 
essentially what appears to us as pain.

The apparent contingency of (*) therefore cannot be explained by a con-
fusion analogous to the confusion between “heat” and “what appears to us as 
heat.” Therefore, (*) is really contingent; (*) is not necessary; therefore, (*) is 
not true.

The conception of mental properties developed in this book allows us to 
reply to this argument as follows: both (*) and (*’) are necessarily true. But 
(*) and (*’) do not appear to us as contingent: what appears to us as contin-
gent is the fact that it is P and the law L, or (in Kripke’s original presenta-
tion) the activation of C fibres, which determine G and therefore pain in us. 
This appearance is justified if G is multi-realizable. G, and therefore pain, 
are not identical to the microbased property P that determines them. If pain 
is multi-realizable, then different properties P1, P2, et cetera can determine 
nomologically the same global property G. If G is multi-realizable, then it is 
contingent that G emerges in the human species from P1 and not from P2. But 
even if G is not multi-realizable, it is not identical to the microbased macro-
property P, which determines it through the interaction of the microscopic 
components of the organism. If G is not multi-realizable, in other words if G, 
in terms of the laws of nature, can emerge only from P, then P gives rise to G 
in a necessary way. The appearance of contingency is then simply the appear-
ance of the contingency of the laws of nature (see section 4.7).

11. Emergence, Reduction, and Supervenience
Reducibility is typically understood to be the opposite of emergence. What is 
not emergent is often called “reducible,” whereas what is irreducible is often 
called “emergent.”58 This equivalence is plausible only if we give the concept of 
reduction a very narrow meaning. According to this “simple notion of reduc-

58 This conception is implicit in Wimsatt, who distinguishes between the situation in which 
“the phenomena of each [level] is [sic] explained by and reduced to those of the level below” and the 
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tion,” reducing the property of a whole consists of explaining it by “studying 
the parts in isolation” (Holland 1998, 14) without taking into account their 
interactions. I have not found it appropriate to retain this meaning, which 
underlies expressions such as “this conception is reductive” in the sense of 
“it is simplistic” or “it constitutes an oversimplification.” However, as soon 
as we construe reduction in terms of interactions among the parts of sys-
tems, emergence becomes compatible with reduction, whereby “an emergent 
property is — roughly — a system property which is dependent upon the mode 
of organization of the system’s parts. This is compatible with reductionism” 
(Wimsatt 1996, S373).59

Whereas reduction is often (wrongly) taken to be incompatible with 
emergence because the constraints that it imposes on explanation seem to be 
too strong, supervenience is often considered a necessary but not sufficient 
condition for emergence. Davidson (1970) suggested analyzing the relation-
ship between mind and body in terms of supervenience. Supervenience is a 
form of correlation between mental and physical properties that appears to 
be sufficiently weak to be compatible with the autonomy and irreducibility of 
psychology. At the same time, supervenience seems to justify the physicalist 
thesis that the mental depends on the physical, and that the physical deter-
mines the mental, whereas the mental does not determine the physical.

However, as Kim (1990, 1993a, 1997a, 189) has shown, the concept of 
supervenience is independent in fact of dependence and determination.60 

situation in which a phenomenon “might not have an explanation and thus be emergent” (1976a, 
252, 253).

59 On the distinction between the widespread concept of emergence according to which 
emergent properties are ipso facto irreducible, and the concept of reduction adopted here according 
to which emergence and reducibility are compatible, see also Wimsatt (1986) and Kistler (2007).

60 Charles (1992), Horgan (1993), and McLaughlin (1995) have also emphasized the weakness 
of the supervenience relation, which asserts only the systematic covariation of the properties in 
the two sets. Charles explains that supervenience entails neither explanatory priority nor the fact 
that the supervenience base is the ontological basis of the supervenient properties. He points out, 
for example, that in a deterministic world where S always has effect T, and where T can only be 
caused by S, all properties that supervene on S also supervene on T. This shows that supervenience 
does not allow one to identify “the appropriate basis for the occurrence of a given mental property” 
(Charles 1992, 275). As McLaughlin points out, even strong supervenience “does not imply 
explanatory connections between supervenient and subvenient properties” and that, “if reduction is 
an explanatory relation, then the SSm [strong supervenience, as defined with the modal operator of 
necessity, in McLaughlin 1995, 25] of A-properties on B-properties with metaphysical necessity fails 
to suffice for reduction” (1995, 48). Humphreys draws the conclusion that “supervenience does not 
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Supervenience does not guarantee that mental properties depend on physical 
properties or that physical properties determine mental properties. On the 
contrary, it is compatible with parallelism or occasionalism: in these doc-
trines, mental and physical properties are determined by an independent 
cause, and depend only on it, namely the will of God.

This shows two things.

1.  The existence of a universal correlation between mental 
properties and physical properties, and even a necessary 
correlation as in strong supervenience, contains no 
indication of the origin or explanation of this correlation 
(see Horgan 1984; Kim 1990, 26–27, 1998, 9–15; Horgan 
1993, 577 ff.).

2.  The thesis that mental properties supervene on physical 
properties does not guarantee a materialist position. 
As Horgan puts it, “the mere supervenience of higher-
order properties and facts on physical properties 
and facts cannot be enough to confer materialistic 
respectability” (1993, 565). What would make the 
explanation of the relationship complete, while showing 
its materialist character, would be the demonstration of 
a relationship stronger than supervenience (Horgan calls 
it “superdupervenience”), which would “constitute a kind 
of ontic determination which . . . confers materialistic 
respectability on higher-order properties and facts” (566).

The concept of emergence in terms of laws of composition, themselves 
grounded in laws of interaction, aims at bridging that gap. It aims to identify 
the nature of the determination of the properties P of an object s by the prop-
erties of the components of s and their relations by virtue of non-causal laws 
of composition. This allows us to understand why the properties P arise from 
the properties of the components, whereas supervenience is usually seen as 

provide any understanding of ontological relationships holding between levels. For that emergence 
is required” (1997b, S341).
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a fundamental relationship that cannot be explained.61 Emergence implies 
supervenience but goes far beyond it by providing an explanation of its ori-
gin.62 Moreover, the thesis that mental properties are emergent is incompat-
ible with parallelist and occasionalist doctrines.

This line of reasoning allows us to accept Van Cleve’s thesis that emer-
gence is “a species of supervenience” (1990, 222).63 But my conception reverses 
the order of explanation. Van Cleve proposes, in the tradition of the con-
temporary philosophy of mind, to start from the relation of supervenience 
as a genus and then to define emergence as one of its species. He proposes 
using the type of modality as the specific difference: whereas the definition 
of supervenience contains a general operator of necessity, he proposes to con-
ceive of emergence as the species of supervenience in which the necessity is 
nomological and not logical. “If P is a property of w, then P is emergent if P 
supervenes with nomological necessity, but not with logical necessity, on the 
properties of the parts of w” (222).

Van Cleve’s proposal shares with mine the main idea of conceiving of 
emergence in terms of laws of nature, but his way of specifying this idea poses 
two problems (O’Connor 1994, 96–97). First, if we interpret Van Cleve’s dis-
tinction ontologically (and not epistemically), it presupposes the widespread 
but controversial doctrine that the laws of nature themselves are contingent. 
On the ontological level, the only way to conceive of a difference between these 
two types of supervenience is in terms of modal strength. Nomological neces-
sity is supposed to be weaker than logical necessity in the sense that it only 

61 In Kim (1998), supervenience provides the starting point for philosophical reflection on 
the relationship between mental properties and underlying physical properties.

62 We could express the relationship between these concepts by inverting Blackburn’s 
formula according to which “supervenience is physically fixed emergence” (1993, 233). According 
to the conception developed in this book, emergence is a form of supervenience that obeys 
physical constraints: emergent properties are determined by laws that do not necessarily remain 
“nomological danglers.” In other words, these laws have the potential to become theorems, derivable 
from the laws of interaction that relate to the properties of the emergent basis. In this sense, all 
emergent properties obey physical constraints. However, the relation of emergence is stronger than 
the relation of supervenience; it implies it, whereas supervenience is compatible with irreducible 
bridge laws and even with brute extensional correlation in the absence of any law.

63 Van Cleve (1990, 224) cites Webster’s unabridged dictionary of English as evidence of 
the current usage in 1960, according to which supervenience was considered synonymous with 
emergence. The entry reads thus: “Supervene 2. Philos. To occur otherwise than as an additive 
resultant; to occur in a manner not antecedently predictable; to accrue in the manner of what is 
evolutionally emergent.”
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constrains possible worlds that share the laws of the actual world. However, 
the latter — the worlds that share our actual laws — are a strict subset of 
all possible worlds (and the associated necessity is weaker than the logical 
necessity) only if the laws are contingent. But there are reasons to think, on 
the contrary, that laws are necessary because they determine the identities of 
properties (see Shoemaker 1980, 1998; Kistler 2002a, 2005a). However, if laws 
are necessary, then there is no difference between logical and nomological ne-
cessity in terms of modal force — in other words, in terms of the set of worlds 
within their scope. Nevertheless, it could be argued that there is an epistemic 
difference between nomological necessity and logical necessity even if they 
are ontologically equivalent: logical necessity is accessible a priori, whereas 
nomological necessity is known only a posteriori. However, this epistemic 
difference cannot be used to develop a conception in which the difference 
between emergent properties and resultant properties is ontological; the dis-
tinction between a priori and a posteriori is an epistemic difference that does 
not give the two forms of arising distinguished by Van Cleve a different mod-
al force at the metaphysical level.

Second, if we disregard this first problem and accept the premise that 
nomological necessity is weaker than logical necessity, we are left with the 
problem that Van Cleve’s criterion makes all systemic properties of complex 
objects emergent. As we have seen, no property of a system can be deduced 
a priori from the properties of its components. On the contrary, they are all 
determined by laws that can be known only a posteriori. Therefore, the neces-
sity with which a compound possesses them, given its components, is always 
nomological and not logical.

I have made the determination of emergent properties of complex objects 
from the properties of their parts and their interactions a necessary condi-
tion for emergence. Such a determination leads to the emergent properties 
arising from the properties of the parts.64 I have argued that the discovery of 
the law of composition that gives rise to an emergent property goes beyond 
supervenience in the sense that it provides a metaphysical explanation for it. 
Accordingly, one might be surprised by the thesis of Humphreys that there 
are systems with emergent properties that violate the principle of mereological 

64 My conception of cognitive properties is incompatible with Bernal Velasquez’s (2012) 
thesis that phenomenal consciousness can have causal powers of its own only if it does not supervene 
on physical properties.



1994 | Emergent Properties

supervenience. True, Humphreys (1996, 66; 1997a, 15–16) takes the only un-
controversial example of emergent properties in this sense to be that of the 
properties of entangled quantum systems. However, his conception of the 
“fusion” of instances of properties is supposed to apply equally to cases of 
emergence outside quantum properties. The result of the fusion of two in-
stances of level i properties, Pi

m and Pi
n, possessed respectively by the objects 

xi
r and xi

s, at time t1, is the instance of a new property at level i+1, represented 
by [Pim*Pin], possessed at time t1’, after the fusion, by the object xi

r+xi
s resulting 

from the fusion of the objects xi
r and xi

s. One can present this formally:

[Pi
m(xi

r)(t1)*Pi
n(xi

s)(t1)] = [Pi
m*Pi

n][(xi
r)+(xi

s)](t1’) (Humphreys 
1996, 60; 1997a, 9)

The time difference between t1 and t1’ represents the fact that fusion takes 
time: the emergent property [Pi

m*Pi
n] is instantiated at the instant t1’, later 

than the instant t1 when the base properties Pi
m and Pi

n are instantiated by the 
parts of the complex object. This time lag is crucial for the conception of emer-
gence proposed by Humphreys because it depends on the assumption that 
base properties disappear during fusion. At the instant t1’, when the fusion 
is completed, “the original property instances Pi

m(xi
r)(t1), Pi

n(xi
s)(t1) no longer 

exist as separate entities and they do not have all of their i-level causal powers 
available for use at the (i+1)st level. Some of them, so to speak, have been ‘used 
up’ in forming the fused property instance” (Humphreys 1997a, 10). The time 
lag between the instances of the base properties and the instance of the fused 
property justifies both the thesis of the novelty of the causal powers of the 
fused property (which in turn justifies the thesis of its emergent character) 
and the thesis of its non-supervenience. The instance of the fused property 
at t1’ has its own causal powers that are not identical to the causal powers 
possessed by the instances of the base properties, for the simple reason that, at 
time t1’, those instances of the base properties no longer exist. Given the time 
lag between the base property instances and the fused property, and the syn-
chronic concept of mereological supervenience of the properties of a whole, at 
some instant, on the properties of its parts at the same instant, it is trivial that 
the fused property does not supervene on the base properties that gave rise to 
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it.65 Assuming that there are no other instances of the same base properties at 
the same place either, “trivially, there is nothing at t1’ at the i-level upon which 
[Pi

m*Pi
n][(xi

r)+(xi
s)](t1’) can supervene” (Humphreys 1997a, 11).

By neglecting the distinction between the synchronic relationship 
of emergence and the diachronic change of properties, the conception of 
Humphreys trivializes emergence. In his view, the mere fact that a complex 
object undergoes a change that affects both its macroscopic properties and 
the microscopic properties of its parts is a sufficient reason to consider those 
macroscopic properties as emergent. According to this criterion, all macro-
scopic properties are emergent. Let us take a simple spatial movement. The 
properties of parts xi

r and xi
s of being at spatial positions Pi

m and Pi
n no longer 

have an instance at t1’. (xi
r and xi

s no longer have them, and it is possible that 
no other object has them at t1’.) Therefore, the property of the system being at 
the spatial position [Pi

m*Pi
n] an instant later, at t1’, cannot supervene on any 

instances of Pi
m and Pi

n at t1’.
It is true that typically (and probably always), for any emergent property 

possessed by an object s, there is an instant at which s begins to possess it. It 
is legitimate to ask for the causal process that led to this first instantiation, 
and it is often possible to discover it. But this question does not concern the 
synchronous relationship between the instance of the complex property at 
time t1’ and the properties possessed by the parts at that time, t1’. To find 
out whether the global property G is emergent, we need to ask (among other 
things) whether the parts possess it at t1’ and whether the parts possess prop-
erties that determine it according to a law of composition. To find out wheth-
er G supervenes on properties F belonging to the parts of objects that are G, 
we need to ask whether necessarily, for any object x that is G at t1’, there exist 

65 Humphreys (1997a) introduces his conception of emergence in terms of the fusion of 
instances of properties, in the context of the debate on the supervenience argument put forward 
by Kim (1998). I will return to this in Chapter 5. According to Kim, the only way in which one 
mental property (instance) can cause another is by causing its supervenience base. Mental causation 
therefore presupposes downward causation. Kim tries to refute the possibility of downward 
causation. The conception of Humphreys allows (i+1)-level (e.g., mental) properties to escape this 
argument and thus allows them to have causal powers. A property P1 can cause another P2 directly 
rather than by causing its supervenience base: in fact, P2 has no synchronic supervenience base. 
But (i+1)-level properties can also have effects at level i: since P1 does not have any synchronic 
supervenience base at level i either, its power to influence level i is not called into question by any 
such base property, whose efficacy would exclude that of P1. See Humphreys (1997a, 14).
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properties F such that the parts of x possess F at t1’ and such that any object 
that possesses parts with these properties F at any time t possesses G at t.

In the case of the stable state of the hydrogen ion H2
+ that I considered 

earlier in this chapter, we can ask (which I explicitly have not done above) for 
the causal process of the fusion, over time, of two originally isolated atoms 
brought together until their electronic orbits overlap sufficiently for the 
energy levels determined by the system to have a minimum. If we consider 
the molecular electronic orbit that the system possesses at t1’, at the end of this 
process, it is trivial that it does not supervene on the electronic orbits that the 
isolated atoms possessed at some instant t1 preceding the overlapping of the 
orbits: mereological supervenience — as it is imposed on emergence within 
the framework of physicalism — is a synchronic relation between the proper-
ties of an object and those of its parts, at the same instant. However, given that 
a change has taken place, after the formation of the molecule, the atomic parts 
of the molecule no longer possess the orbits of isolated atoms.

However, this is not enough to show that there are not other properties 
of these atomic parts on which the properties of the molecule supervene. 
If my analysis of the synchronous determination of energy states by the 
Hamiltonian is correct, then such properties of the molecule’s parts exist: 
the electric charges of protons and electrons and the existence of a region of 
overlap of the electron orbits.

Similarly, in order to prove the novelty of a systemic property G at t1’, it is 
not sufficient to show that certain properties F of the parts no longer exist at t1’ 
and that the causal powers of G (at t1’) cannot be identical to those of F (at t1) 
by consequence. Instead, it must be shown that there are no properties of the 
parts whose instances are synchronous with the instance of G and that have 
all of the causal powers of G. It follows from this analysis that Humphreys 
makes the mistake of concluding from the premise that there are F-properties 
of parts whose instances are not synchronous with the instance of G at t1’ that 
there are no F-properties of parts whose instances are synchronous with the 
instance of G at t1’. As a result, he arrives at an extremely weak criterion of 
emergence according to which all systemic properties resulting from a change 
in the supervenience base count as emergent.

The thesis that properties at higher-level i+1 have no simultaneous 
supervenience base appears to be even more dubious in the case of mental 
and neurophysiological properties. At the instant t when a subject possesses 
mental property M, each of her neurons, synapses, and molecules possesses 
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well-defined properties P. Here is a reason to contest that the P properties 
that give rise to M have been “used up” during the fusion that gave rise to M:66 
chemical and neuronal properties determine many global properties of the 
brain and the subject, some of which are aggregative or structural (i.e., have 
no causal powers of their own) and some of which are emergent (i.e., have 
causal powers of their own). However, if the fusion necessary for emergence 
made the supervenience base disappear, then the set P of neuronal properties 
could not give rise to any systemic property, not even an aggregative property. 
Let us suppose, per impossibile, that P gives rise to M as well as to an aggrega-
tive property M1. M1 depends for its existence on the properties P in its super-
venience base. However, the existence of M requires the disappearance of P. It 
is therefore impossible for the base P to give rise to any aggregative property.

12. Conclusion
In light of the great scientific successes of the twentieth century, some have 
judged that the concept of emergence was doomed to become obsolete. 
According to the emergentist tradition — culminating with the work of C.D. 
Broad — emergence characterizes properties and nomological regularities 
whose existence cannot absolutely and definitively be the subject of a reduc-
tive explanation, even though these properties and regularities are the conse-
quences of “trans-ordinal” laws that make the properties and laws of a given 
level depend on the properties and laws of lower levels. For emergentists, 
these trans-ordinal laws are absolutely inexplicable. The discovery of reduc-
tive explanations of certain chemical properties, by quantum mechanics, and 
of certain properties of heredity, by molecular biology, now lends credence 
to the conviction that there are no such inexplicable laws: the advent of the 

66 This argument is due to Wong: “If all basal instances are exhausted in fusion, then 
structural properties and functions which depend on these will also be destroyed” (2006, 357). 
Wong does not solve the problem posed by Kim that I will discuss in Chapter 5: the efficacy of 
(i+1)-level properties is called into question by the underlying i-level properties. Instead of escaping 
overdetermination by maintaining, as Humphreys does, that the i-level properties no longer exist 
at the moment when the (i+1) properties come into existence, Wong says two contradictory things: 
on the one hand, there is no overdetermination “because the basal and supervenient properties are 
not distinct” (357–58); on the other hand, emergent properties have new causal powers: “If basal 
properties don’t possess the causal powers of emergents, then they can’t cause the same effects; so 
they can’t compete as overdeterminers” (360). It is incoherent to say both that emergent properties are 
not distinct from their base properties and that they have different causal powers.
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reductive explanation of all the properties and laws of the macrophysical and 
non-physical levels of reality, starting from the microphysical level, seems to 
be only a matter of time.

We do not need to decide the empirical question of whether there are 
properties and laws that will definitively resist reductive explanation. In any 
case, it seems to be prudent not to base any philosophical thesis on the exist-
ence of such “emergent” properties and laws in Broad’s sense. However, the 
concept of emergence does not lose its usefulness if we assume that they do 
not exist, for it can be used to account for the existence of “levels of reality.” 
Some structured systems possess properties that are “systemic” in the sense 
that none of their components can possess them and are “qualitatively new.” 
These properties are the subject of nomological regularities: that is, regular-
ities that are not accidental but due to laws that do not exist at the level of the 
components. Often a particular science is devoted to the properties and laws 
of a given level. Chemistry, for example, studies properties and laws that are 
emergent in relation to those studied by physics. Emergence characterizes the 
relationship of determination of a higher level, such as chemistry, with re-
spect to lower levels, such as physics. The qualitative novelty of the properties 
and laws of a given level is independent of the discovery of their reduction. 
The fact that we explain the appearance of such a property or law does not 
make it any less qualitatively different. The qualitative difference justifies the 
idea that a set of properties, linked together by laws, constitutes a distinct 
level of reality.

The hope of accounting for the relationship between physical and mental 
properties in terms of supervenience has not been realized: supervenience 
has turned out to be too weak to justify the belief that the underlying base 
properties determine the supervenient properties and that the latter depend 
on the former. Supervenience expresses a form of systematic and nomologic-
al correlation, but it imposes no constraint on the origin of this correlation, 
which makes it compatible with dualist doctrines. Emergence fills the gap 
left open by supervenience. It characterizes the relationship of determination 
between properties and laws at adjacent, but qualitatively different, levels of 
reality. Within the framework of physicalism, we presuppose that each level 
is objectively determined by lower levels and ultimately by the physical level. 
The discovery of the nomological form of this determination can give rise to 
reductive explanations (as we saw in Chapters 1 and 3), the subject of empiric-
al discovery (as we saw in Chapter 2). Among the properties thus determined, 
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emergence characterizes those that are qualitatively different. For example, 
the solidity, transparency, and redness of a ruby emerge from the properties 
of the atoms that make up the crystal: only a structured crystal can possess 
these systemic properties, qualitatively different from the properties of its 
components. Similarly, only a cognitive system can form representations of 
its environment and learn to behave appropriately in it. No single neuron — 
or set of neurons or even the brain cut off from the rest of the body — can rep-
resent, learn to behave, or possess properties qualitatively equivalent to such 
properties of cognitive systems. In this sense, representation and learning are 
emergent from physiological and in particular neuronal properties.

The most difficult task is to find a rigorous criterion for qualitative novel-
ty. I have put forward the hypothesis that the relevant concept of novelty can 
be characterized in terms of topological equivalence and other mathematical 
criteria. The structure of the representations of sensory qualities, such as 
colours, is topologically different from that of their physical stimuli. The 
mathematical rigour of such mathematical criteria makes them promising. 
However, we are far from having specified general criteria applicable to all 
properties and laws that intuitively are qualitatively new. The task of elaborat-
ing such criteria is in part scientific. Philosophy can contribute to this inquiry 
by giving emergence a place in the conceptual landscape of the problem of the 
relationship between levels of reality in general and the relationship between 
body and mind in particular.

What remains to be done is to defend the coherence of this conception of 
emergence against a major objection: in order to be real, an emergent proper-
ty must have causal powers of its own. However, it is doubtful that emergent 
properties can have such powers given that the physicalist conception of the 
world seems to give the monopoly of causal efficacy to physical properties 
underlying them. The next chapter is devoted to examining this objection.
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5

The Causal Efficacy of High-Level 
Properties

1. Introduction
I have suggested that cognitive properties are emergent properties. According 
to the conception of emergence developed in Chapter 4, an emergent property 
is reducible in principle provided that we discover the law of composition 
responsible for its existence. Moreover, I have suggested a conception of re-
duction according to which a reducible property preserves an autonomous 
existence with respect to its reduction base by showing that reduction is not 
equivalent to the identification of the reduced property with the reducing 
property. But the most difficult part remains to be done. I still have the task 
of justifying the reality of mental properties by the causal criterion of reality: 
as long as I have not shown that such emergent properties can be causally 
efficacious, my position remains vulnerable to an epiphenomenal interpreta-
tion. To the extent that I fail to justify the ability of mental properties to make 
a causal difference to events in the world, their reality remains doubtful. If 
mental events had no causal effects of their own, then my mind would be 
no more than an epiphenomenon, like a shadow accompanying a real causal 
process taking place at the physical level.

In this chapter, I sketch a conception of causality that allows the emer-
ging macroscopic properties of complex systems to be causally efficacious. 
Their efficacy complements — in a sense yet to be specified — the efficacy 
of the physical properties of their parts, which seem to monopolize causal 
power. Jaegwon Kim (1998) argues that there are only two coherent ways of 
doing justice to the intuition that the mind exerts an influence on its physical 
environment through the body’s movements. Either one accepts one of the 
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forms of dualism according to which certain causes are non-physical, for ex-
ample persons,1 or one accepts materialism, in its reductionist or eliminativ-
ist form, according to which only physical properties possess real and proper 
(non-derivative) causal powers and in which mental properties are under-
stood to have, at most, derivative causal powers.2

According to reductionist materialism, only properties that can be re-
duced to physical properties are real and causally efficacious. As far as mental 
properties are concerned, the cognitive neurosciences of the future will show 
whether they can be reduced to neurophysiological properties and processes 
or not.3 This makes two materialist positions conceivable: reductionist mater-
ialism (also known as “type physicalism”) is the appropriate position if men-
tal properties turn out to be reducible, and eliminativist materialism (elim-
inativism) is the appropriate position if they turn out to be irreducible. Now, 
according to Kim, a materialist (or physicalist4) who wishes to avoid dualism 
cannot maintain that mental properties are both irreducible and causally ef-
ficacious. Accordingly, he proposes that anti-reductionist materialism5 is an 
unstable position that cannot be developed coherently without leading to the 
adoption of dualism, reductionist materialism, or eliminativist materialism.6 

One of the aims of this book is to show that anti-reductionist materialism 
is not the only possible position that avoids the radical positions of dualism 
and eliminativism. We will see that it is not necessary to find an argument for 
the impossibility — in principle — of reducing mental properties to physical 
properties in order to avoid reductionism (understood as identification) or 

1 This thesis, inspired by Strawson’s (1959) concept of a person, has recently been defended 
by Lowe (2001b).

2 Among many others, Armstrong (1968) and Kim (1998) are materialists in this sense.
3 This statement is supposed to apply to the vast majority of cognitive properties that 

have not yet been the subject of a reductionist explanation. We saw in Chapter 1 some examples of 
cognitive properties that have already been reduced.

4 Kim (1998, 2, 2005) speaks of physicalism rather than materialism. I take these terms 
to be equivalent, both expressing the doctrine that (1) every object is composed exclusively of parts 
that have only physical properties, and (2) every intrinsic property of a complex object can be 
reduced in principle to the physical properties of its parts. It seems to me that there are good reasons 
to subscribe to the first thesis, the truth of the second thesis being an open empirical question.

5 This position became very influential following the writings of Putnam (1967) and Fodor 
(1974).

6 Of non-reductive physicalism, Kim says that “this intermediate halfway house between 
the two poles of substance dualism and reductionist physicalism is a promissory note that cannot be 
redeemed” (2005, 158).
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eliminativism. It is up to science, not philosophy, to discover which mental 
properties are locally or globally reducible to neurophysiological properties, 
possibly through the construction of new psychological or neurophysiologic-
al concepts. But questions concerning their reducibility are independent from 
questions concerning their causal efficacy. The causal efficacy of a property 
is not threatened by a reduction (as dualists and some reductionists claim), 
and a reduction is not necessary to ground it (as some physicalists claim). Of 
course, the reducibility of a property plays an important role in our under-
standing of its causal efficacy. The reduction of a cognitive capacity, for ex-
ample through the discovery of a mechanism underlying its exercise,7 is the 
best way of explaining why and how this capacity exerts a causal influence. 
However, ontologically, its efficacy depends not on its reducibility but on the 
laws of nature that link it to other properties at the same level: that is, proper-
ties of the entire cognitive system and not of its parts.

In what follows, first I will sketch a conceptual framework within which 
the question of the causal efficacy of mental properties can be posed without 
prejudging it in the direction of reductionism, eliminativism, or dualism. 
Next I will show that this framework allows us to defend the possibility of 
the causal efficacy of the mind against two important objections: first, Kim’s 
objection that mental properties can have only derivative efficacy; second, 
Lowe’s objection that such efficacy can be acknowledged only within a dual-
istic framework.

I will ignore the more specific problem of the intentionality of mental 
states and properties. At least some mental states possess a content consti-
tutive of their identities. According to the externalist conception of content, 
the identity of such an intentional mental state is determined by things too 
remote in space and time from the person in the mental state in question to 
be able to contribute causally to the efficacy of the mental state. Therefore, we 
are faced with the problem of understanding how mental states can be effi-
cacious by virtue of their content. However, this problem can be approached 
independently8 of the problem analyzed here: is it conceivable and plausible 

7 On the notion of mechanism, see Glennan (1996, 2010); Machamer, Darden, and Craver 
(2000); Craver (2007); Craver and Darden (2013).

8 One promising approach is the strategy adopted by Dretske (1988) to distinguish between 
bodily movement and behaviour and their respective explanations. Dretske construes behaviour as 
the process that causally brings about bodily movement. According to Dretske, content contributes 
causally to the evolution (in the biological sense of evolution by natural selection) of behaviour 
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that global properties of complex objects are causally efficacious so that 
eliminativism, reduction understood as identification, and dualism can all be 
avoided? My strategy for answering this question consists of putting the issue 
of the efficacy of the mind into a more general perspective. Part of the problem 
of mental causation is just as much a problem for the theory of macroscopic 
causation in general (Baker 1993, 79; 1998, 261). We can therefore hope to 
make progress in our understanding of the particular problem by justifying 
the possibility of macroscopic causation in general.

2. Causality, Causal Responsibility, and Causal 
Explanation
Let us take a statement expressing mental causation. The thought that street 
noise disturbs my concentration causes me to decide to close the window. 
This is a case of mental causation in the strict sense: that is, a situation in 
which both cause (the thought) and effect (the decision) are mental events. 
But common sense also naturally conceives of psychophysical causation, in 
which a mental event causes a physical event, for example if my decision (a 
mental event) causes my act of closing the window (a behaviour and therefore 
a physical event). Of course, mental events can also be effects of physical caus-
es, as happens in perception: the (physical) noise in the street causes me to 
think that this noise disturbs me. Each of these mental events also has physic-
al properties: thoughts and decisions always occur in humans, who are ma-
terial beings.9 Moreover, the mental properties of these events are determined 

understood in this sense. Therefore, the content of a cognitive state can be the part of the “structuring 
cause” of some type of behaviour, whereas it is not involved in triggering bodily movement.

The development of the concept of narrow content is another promising line of research (Lewis 
1994; Braddon-Mitchell and Jackson 1996; Chalmers 1996). The general justification for setting 
aside the causal role of content is that this is a more general problem, in the terms of Crane and 
Mellor, of finding a “local causal surrogate” (1990, 194) S for a property P, where P is a relational or 
otherwise extrinsic property and S is the property directly (and locally) responsible for the effects of 
P. Postulating an intrinsic mental property directly responsible for the effects of a subject’s thoughts 
(themselves extrinsic insofar as their content is partly determined by their relations to states of 
affairs outside the thinker) can be seen as analogous to postulating a local electric field directly 
responsible causally for the acceleration of an electric charge q1. The local intensity of the field is the 
local causal surrogate of the relational (extrinsic) property of q1 of being located at a certain distance 
from another charge q2.

9 My adoption of a Davidsonian terminology, according to which an “event” is a particular 
entity that possesses many properties, is not intended to prejudge the question that occupies us in 
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by underlying physical properties: if we intervene on the relevant regions of 
the brain, then the thought or decision can be altered or disappear. There is 
no doubt that the causal relationship between these events follows the laws of 
physics, which apply to them according to their physical properties. We can 
therefore wonder about the causal contributions of their mental properties: 
does the fact that it is a thought with a certain content (the noise in the street 
is disturbing my concentration) contribute causally to my decision to close 
the window? Does the fact that it is a decision with a certain intentional object 
(to close the window) contribute causally to my act of closing it? Two intui-
tively plausible principles appear to challenge the idea that mental properties 
make a causal difference. First, according to the principle of “causal closure,” 
every physical event, at every instant preceding it, has a complete and purely 
physical cause. In particular, my act of closing the window, as a physical event, 
has a complete physical cause at the moment that I decide to close the win-
dow. Second, an event’s mental properties differ from its physical properties. 
It seems, then, that we are led to the conclusion that the mental properties 
of the event, in this case the property of being a decision, are causally inert: 
if my act of closing the window is the result of an uninterrupted and purely 
physical causal chain, then there seems to be no room left for contributions 
of mental properties. This line of reasoning, developed with great clarity by 
Kim (1998), assumes that causal overdetermination is exceptional. There can 
be rare events caused by two independent causal processes that converge. This 
can be the case, for example, when someone sentenced to death is shot by two 
marksmen in such a way that their bullets hit her heart at exactly the same 
time and in the same place. In this case, her death is overdetermined: each 
bullet is sufficient for her death, such that the removal of one would not alter 
the result. The argument for the causal inertia of mental properties depends 
on the premise that such overdetermination is exceptional. In other words, 
it is not plausible to assume that, systematically, each effect of every mental 
cause is overdetermined, in the sense that it has both a physical cause and a 
mental cause. Kim expresses the thesis that overdetermination is exceptional 

this book, that of the relationship between the mental properties and the physical properties of these 
events. It would be just as possible to pose the question in the alternative terminology proposed by 
Kim (1973), according to which an event is the exemplification of a property by an object at a given 
moment. In this terminology, we would have to say that each event in which I think that street noise 
disturbs my concentration is accompanied by (or supervenes on) an event in which my brain has a 
certain neurophysiological property.
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in his “principle of causal-explanatory exclusion.” There can be only one com-
plete causal explanation of any given phenomenon. This line of reasoning 
represents a formidable challenge to the conviction of common sense that the 
mental nature of our thoughts and decisions has a causal impact on the world.

In this chapter, we will see how it is possible to defend this intuition 
against the thesis that mental properties are epiphenomenal: in other words, 
that they make no causal difference of their own to the course of events. I will 
reply to the challenge that all causes are physical and that, more specifically 
in the case of the physical consequences of our actions, all of their causes are 
neurophysiological.

Before going into the details of this debate, it is necessary to respond to 
an important objection to my way of posing the question of whether macro-
scopic properties have causal efficacy beyond that of the underlying physical 
microscopic properties. According to some authors, the question of whether 
certain properties of a cause are efficacious with respect to the properties of 
the effect is ill posed. In particular, Donald Davidson (1980, 1993) argues that 
properties (and the predicates that refer to them) belong to the conceptual 
register of explanation rather than that of causality. According to Davidson 
(1995), it is true a priori that, for any pair of causally related events, there is 
a law of which this causal relationship is an instance; therefore, it is always 
possible in principle to explain why one caused the other. However, Davidson 
rejects the very question that raises the problem of mental causation. How 
can a mental event cause something like bodily motion by virtue of its mental 
properties given that the same event also seems to cause the same motion by 
virtue of its physical properties?10 Having adopted an ontological framework 
that gives no place to properties in the analysis of why one event causes an-
other, Davidson is challenged by critics who argue that he “holds doctrines 
which commit him to denying that mental events cause physical events in 
virtue of falling under mental types. On his view, they claim, the mental qua 
mental is causally inert” (McLaughlin 1993, 28). Davidson’s metaphysics of 
causation, which admits only particular events and their linguistic descrip-
tions, does not make sense of the question of what makes a given event cause 
another event by virtue of specific properties. From his point of view, this 
question betrays confusion between a demand for information about a causal 

10 Antony (1991) shows that Davidson must reject it given his conception of the attribution 
of mental properties, according to which it obeys normative constraints of rationality.
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relationship and a demand for a causal explanation. The first is an extensional 
relationship between particular events. The second is a relationship between 
statements: one statement explains another, the explanandum, if it is possible 
to construct a deductive argument whose conclusion is the explanandum, 
and whose premises, which together constitute the explanans, contain the 
first statement together with a certain number of nomological statements.

However, the question of whether certain properties are causally effica-
cious is important. A satisfactory theory of causality must provide a concep-
tual framework for identifying what it is about the cause that is responsible for 
its effect having certain properties. If a red billiard ball is the cause of the fact 
that a white billiard ball starts moving in a given direction with a given speed, 
then it causes this precise movement by virtue of the energy and momentum 
that it carries before the impact but not by virtue of its colour. This would be a 
fact even if there were no science, no language to express it, or any statement 
of law or explanation that referred to it. Some properties of the causing event 
(e.g., its momentum) objectively modify the relevant properties of the effect, 
whereas others (e.g., its colour) do not. Therefore, a complete theory of causa-
tion must acknowledge the objective role that the former play in determining 
causal interactions.

We could simply ignore Davidson’s nominalist scruples, which make 
Davidson prefer the language of predicates to that of properties and translate 
his position into realist terms. Instead of simply saying that events satisfy 
predicates, we would say that they have properties. Davidson (1993) himself 
uses this realist language; however, he would not accept the next step in the 
following reasoning. Instead of simply admitting that referring to F1 (the fact 
that the red ball hit the white ball with momentum M) causally explains F2 
(the fact that the white ball, after being hit by the red ball, has momentum M), 
we must acknowledge that, if this explanatory relationship is correct, then 
its truth has an objective basis, in other words a “truth maker.” We can ex-
press this by saying that F1 is causally responsible for11 F2. In this way, we can 
account for the fact that the distinction between F1 (the fact that the red ball 
hit the white ball with momentum M) and F3 (the fact that the red ball was 
red when it hit the white ball) reflects an objective difference in the causal 
influence that the constitutive properties of these facts have on the motion of 

11 I have developed the notion of causal responsibility in Kistler (1999a, 1999b, 2001, 2002b, 
2006a, 2006d, 2014).
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the white ball. This difference does not depend on an explanatory difference; 
F1 but not F3 would be causally responsible for the effect even if there was no 
one to seek or offer explanations.12

However, this argument is still not sufficient to overcome the specific 
obstacle that prevents, according to Davidson, mental properties from be-
ing causally efficacious. My reasoning has no force insofar as mental prop-
erties are concerned because they cannot even figure in causal explanations. 
Therefore, it cannot be said, even within a realist reformulation of Davidson’s 
position, that these properties can participate in facts causally responsible for 
anything. The reason is that there are no strict laws involving mental prop-
erties, whereas causation presupposes the existence of strict laws. The answer 
that seems to be plausible to me is that it is not necessary for a property to 
fall under a strict law in order to be mentioned in a causal explanation and 
thus to be causally efficacious. If it is true that most laws are not strict,13 then 
Davidson’s version of the nomological theory of causation has the conse-
quence that most physical properties are not efficacious either. This is a re-
ductio of the condition that the relevant laws must be strict. Some authors 
maintain that the existence of a non-strict law (or ceteris paribus law) that ap-
plies to a given situation is sufficient for the existence of a causal relationship 
between the events to which the law applies.14 However, if the condition of the 
existence of a strict law is too strong, then the mere existence of a non-strict 
law is too weak to account for causal efficacy.15

12 Putnam (1992, 47 ff.) and Hardcastle (1998) suggest reducing the ontological problem of 
determining which properties are causally efficacious to the epistemological problem of knowing 
which explanations are pragmatically preferable. This amounts to putting the cart before the horse: 
some explanations are objectively more correct than others given the explanandum, independent 
of our interests. The quantity of movement, not the colour, is efficacious in relation to the quantity 
of movement of the ball set in motion. The ontological relationship of causal responsibility is what 
makes an explanation objectively correct.

13 This thesis has been defended by, among others, Joseph (1980); Cartwright (1983); 
Hempel (1988); Fodor (1989); Pietroski and Rey (1995); Kistler (1999b, 2006d). Laws without 
exceptions are called “strict.” The laws of “special” sciences (i.e., those other than fundamental 
physics, e.g., psychology or economics) are often considered to have exceptions, so they are “not 
strict.” The question of which physical laws are strict is controversial. See Kistler (1999b or 2006d, 
Chapter 3; 2006b).

14 See Fodor (1989); McLaughlin (1989, 1993); Pietroski (1994); Antony and Levine (1997); 
Glennan (2010).

15 Robb (1997, 181) makes a brief remark along the lines of the argument that I will offer 
here against this thesis.
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The following situation shows why the existence of a law expressing a de-
pendence between certain properties of two events is not sufficient for these 
events to be linked as cause and effect. Let us assume that A is a radio station 
that broadcasts a certain program so that the waves carrying the signal travel 
in all directions at the speed of light. Let us then take two locations, B and 
C, situated at equal distances but in opposite directions from A. Let us call 
(B, t) and (C, t) the events of the arrival of the signal at B and C, at time t. 
There is a locally valid law that links (B, t) and (C, t); in fact, the propagation 
of electromagnetic waves in a vacuum follows from Maxwell’s equations.16 
Therefore, according to the realistic theories of mental causation proposed 
by Fodor (1989), McLaughlin (1989, 1993), and Pietroski (1994), (B, t) and 
(C, t) should be causally related as cause and effect, which they are not. Two 
events (x, t) and (x’, t’) are “spatially separated,” in the sense of the theory of 
special relativity, if they cannot be linked by a light signal. (B, t) and (C, t) are 
spatially separated in this sense and cannot therefore be linked by any causal 
process. Rather, (B, t) and (C, t) are effects of a common cause (A, t’) taking 
place at A a little earlier than t.

The existence of a counterfactual dependence, a condition proposed by 
LePore and Loewer (1987, 1989), is too weak to guarantee the existence of a 
causal relationship, for the same reason. The events of the arrival of the signal 
at B and C depend counterfactually on each other. In the imagined situation 
(i.e., supposing that there are no other sources of signals or screens), if no 
signal arrived at B at t, then no signal arrived at C at t; if none arrived at C, 
then none arrived at B. That counterfactual dependence is not sufficient to 

16 This law is local because its existence depends on the transmission of a signal from A 
and the absence of electromagnetic screens that would prevent B or C from receiving the signal. 
But many paradigmatic laws, such as the law of free fall near the Earth’s surface, have their validity 
locally limited in a similar way. The nature and logical structure of the laws of special sciences 
are the subject of a debate in contemporary philosophy of science. See, among others, Cartwright 
(1983, 1989); Pietroski and Rey (1995); Earman and Roberts (1999); Schurz (2002); Kistler (2006b). 
This is not the place to go into the details of this debate. But the conclusion that emerges is that 
the laws of the special sciences are “system laws” (Schurz 2002) that apply to specific systems over 
limited time intervals. When we determine the systems to which these laws apply — they are, to use 
an expression introduced by Cartwright (1989), “nomological machines” — we generally mention 
both properties that belong to the level of the law and properties that belong to lower levels. For a 
physiological law concerning the exchange of gases between the lungs and the blood, which applies 
to a particular biological species, there is a set of physical, chemical, and biological conditions that 
characterizes the type of system to which the law applies.
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establish that one of these effects is the cause of the other.17 Indeed, here it is 
clear that this is not the case.18

I propose to draw the following lesson from the case of the radio trans-
mitter. Causality, nomological, and counterfactual dependence are different 
concepts without being independent. In particular, neither the causal rela-
tionship nor the relationship of causal responsibility can be reduced directly 
to nomological or counterfactual dependence or to increased probability.19 
Neither nomological dependence, nor counterfactual dependence, nor an 
increase in probability between two types of events (or between properties 
of events) makes it possible to deduce conclusively that a particular event be-
longing to one type is the cause of an event belonging to the other type. All 
of these relationships exist between types, or sets, or properties of events. But 
we cannot draw any conclusion about the existence of a causal relationship 
between two particular events from the existence of one of these relationships 
at the level of types.20 Therefore, what makes c cause e must be a fact about the 
particular events c and e and the relationship between them as particulars. 

17 The situation that we have just considered is compatible with Carroll’s assertion 
according to which, if two events are counterfactually dependent on each other, they “belong to a 
single causal network” (1994, 121). However, this condition is far too weak to allow us to discover 
what is causally responsible for what. In fact, it seems to be reasonable to assume that all events that 
have ever taken place or will ever take place at any time in the entire universe belong to a single 
causal network.

18 The concept that Horgan called “quausation” between a fact about the cause and a 
fact about the effect is also defined in terms of counterfactual dependence. However, Horgan’s 
“quausation” does not, at first sight, appear to be an objective relationship at all insofar as it contains 
the relationship of being “explanatorily relevant” (1989, 50). What is relevant to explain a given 
explanandum depends on the pragmatic circumstances, in particular the prior knowledge and 
interests of a person who has asked for the explanation and listens to the response. True, Horgan 
claims that “bona fide quausal relevance is not merely epistemic, but metaphysical” (1989, 53–54). In 
this case, it seems to be mistaken to try to define it in terms of the pragmatic notion of relevance.

19 Situations such as the one that I have described, therefore, refute the traditional 
nomological analysis of causality, developed by Hempel and Oppenheim, Popper, Carnap, and 
others, but also Lewis’s (1986) analysis in terms of counterfactual dependence and the analysis 
according to which causality is equivalent to an increase in the probability of the occurrence of an 
event of a given type given the occurrence of an event of another type (Eells 1991). The theory of 
causation in terms of interventions (Woodward 2003) also faces difficulties (Kistler 2013). For brief 
presentations of all these approaches, as well as critical remarks, see Kistler (2002c, 2004a, 2011, 
2025); Schaffer (2014).

20 Eells expresses this clearly with regard to the analysis of causation in terms of increased 
probability: “Given the conceptual independence of token-level causal facts from type-level causal 
facts, it should not be surprising that what is true at the type level is . . . conceptually independent 
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This fact is added to relationships existing between their properties, such as 
nomological or counterfactual dependence or probability increase. This is not 
the place to defend the thesis that the transmission of an amount of a con-
served quantity between two events is a necessary and sufficient condition for 
the existence of a causal relationship.21

Let us now return to the question of what makes certain properties of an 
event efficacious in a given causal relationship while other properties play no 
such role. The concept of causal responsibility (CR) can serve as a framework 
for asking this question. It can be analyzed as follows.

(CR) The fact that c is F is causally responsible for the fact that 
e is G, if and only if c is a cause of e (at the level of particular 
events, by virtue of transmission of conserved quantities), c 
exemplifies F, e exemplifies G, and there is a law (which gen-
erally is not strict) according to which instances of F tend to 
produce instances of G.

In (CR),22 the expression “c is the cause of e” designates a causal relationship 
between particular events based on the transmission of a certain amount of 
a conserved quantity. An event is a particular whose identity conditions are 
given by the limits of the spatiotemporal zone that it occupies. The statement 
“the fact that c is F is causally responsible for the fact that e is G” implies both 
that c is the cause of e and that the property F of c is causally efficacious in the 
production of an event that has property G.23

To guarantee that causal responsibility, which depends on properties, is 
as local as the causal relationship between events, we need to conceive of the 
properties F and G that constitute the facts that c is F and e is G as instances 

of what is true at the token level, and that token-level causation cannot be straightforwardly 
understand [sic] in terms of type-level causal relations” (1991, 16).

21 See Kistler (1998, 1999b, 2006d). The proposal to reduce the causal relationship to one 
of transmission between events contains a Davidsonian element. In this analysis, the terms of the 
causal relationship are conceived of as particular Davidsonian events. Events thus construed have 
many properties, only some of which are mentioned in the expressions used to refer to them.

22 Causal responsibility has similarities to what some authors have called “qua-causation” 
or “quausation.” See Horgan (1989); McLaughlin (1993); Kim (1993c); Marras (1998).

23 Since many events are “temporal parts” (or “temporal slices”) of objects, what I call “facts” 
can be considered as a category that contains, as a special case, what Kim (1973) calls “events.”
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of properties or “tropes” and not as universals.24 Only a spatiotemporal entity, 
such as a trope, can be locally efficacious, whereas universals are not localized 
in space and time.25 According to an Aristotelian conception of universals, we 
could say that a universal is localized wherever its instances are localized. But 
then what is efficacious in a given situation is an instance, not the universal 
itself, the totality of all instances. This is just another way of saying that the 
efficient entity is a trope. However, this idea itself is not enough to solve the 
problem since the crucial question now becomes that of identifying causally 
efficacious tropes. Under which conditions is one trope identical to another or 
distinct from another? Our central question thus becomes this: if two tropes 
of the same event are not identical, then which one was efficacious in relation 
to a given effect? Robb (1997) proposes the following solution: if I decide to 
close the window, at the moment of the decision I have a mental trope identi-
cal to a physical trope. This decision trope is mental insofar as it belongs to a 
mental type of decision to close the window, but it is also physical insofar as 
it belongs to a certain physical and more specifically neurophysiological type. 
However, it is causally efficacious not by virtue of the fact that it belongs to 
one type or the other: it owes its efficacy neither to the fact that it belongs to 
the mental type nor to the fact that it belongs to the physical type.

The identity conditions for Robb’s tropes are less coarse than the identity 
conditions for Davidsonian events.26 But they are similar with respect to their 
“coarseness” in a sense that I will specify in a moment. For this reason, Robb’s 
solution is ultimately very similar to Davidson’s. Robb’s tropes are “coarse” 
in the sense that they can be both mental and physical, just as Davidsonian 
events. Mental tropes are causally efficacious because they are identical to 
physical tropes, assumed to be causally efficacious. In this statement, we need 
only substitute the word event for all occurrences of the word trope to re-

24 Macdonald and Macdonald (1986, 37–40), Heil (1992, 136–39), Ehring (1996), and 
Robb (1997) have defended this thesis specifically for the case of mental causation. Keith Campbell 
advocates it for causation in general: “The terms of every real causal sequence are one and all of 
them particulars. When you drop it, it is the weight of this particular brick, not bricks or weights in 
general, which breaks the bone in your particular left big toe” (1990, 113). See Kistler (1999b, 2006d).

25 Of course, universals are said to be “wholly present” in each of their instances, and 
instances are indeed located in space and time. But an entity “entirely” present in innumerable 
places and at innumerable times is not spatiotemporal in the sense required for causal efficacy: in 
that sense, it must act at a particular place and time, to the exclusion of other places and times.

26 See Davidson (1980), especially the essay “Mental Events.”
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trieve the Davidsonian solution to the problem of mental causation. Tropes 
sufficiently coarse to be both mental and physical prevent us — just as much 
as Davidsonian events — from asking the question of what it is about these 
events/tropes that is causally efficacious in bringing about a given effect.27 
Robb’s tropes, just like Davidson’s events, lack the internal structure that 
would make it possible to distinguish between different aspects that could 
bear different causal responsibility. Davidson’s anomalous monism is con-
fronted with the objection that it renders the mental epiphenomenal (see Sosa 
1984; McLaughlin 1993). It prevents us from giving an affirmative answer 
to the question of whether a given event, for example the decision to open 
the window (which caused me to open the window), caused the latter act by 
virtue of its mental properties (the fact that it was a decision) or whether its 
efficacy is due exclusively instead to its neurophysiological or physical prop-
erties. Robb’s theory, which uses the concept of trope, similarly precludes the 
question of whether the mental and physical trope caused my act of opening 
the window by virtue of its mental aspect or by virtue of its neurophysiologic-
al aspect.

We can hope to answer questions of this kind only on the basis of a cri-
terion of the identity of properties (or tropes).28 The following nomological 
criterion links the identity of a property (trope) to its nomological relations 
with other properties (tropes of other types).

(Nomological criterion of property identity) Property P is 
identical to property Q if and only if, for all properties R, P is 
in a nomic relation N with respect to R if and only if Q is in the 
same nomic relation N with respect to R.29

27 Noordhof (1998) makes a similar criticism of Robb’s proposal, as do Yablo (1992, 259n32) 
and Lowe (1993, 631; 1996, 74) with respect to the proposals by Macdonald and Macdonald and Heil, 
to analyze mental causation in terms of tropes. Robb anticipates this criticism by pointing out that 
allowing aspects of tropes to be causally efficacious would lead to a vicious regress. However, the 
conclusion to be drawn is that it is necessary to find a different way of justifying the causal role of the 
mental as opposed to the physical. If it is impossible to use aspects of tropes for this purpose, then 
we must distinguish between the tropes themselves.

28 The criterion is supposed to apply to properties as such independently of their conception 
as universals or tropes.

29 Achinstein (1974) proposes a similar criterion for the identity of properties, in which 
causal equivalence plays the role assigned here to nomic equivalence. Achinstein’s criterion would 
not be appropriate for my project. Since it is concerned with causality between events, Achinstein’s 
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Formally: ∀P∀Q {P = Q ↔ ∀ R∀ N [N(P,R) ↔ N(Q,R)]}

P and Q are identical properties if and only if they share all of their nomic 
dependency relationships with respect to other properties; moreover, since 
causal responsibility is determined by nomic dependence, identical proper-
ties enter into the same causal responsibility relationships.

Let us consider once again the example of the red billiard ball that caus-
es the movement of a white billiard ball, with a given speed and in a given 
direction. There are laws linking energy and momentum, and therefore the 
speeds of these two balls, but there are no laws linking their colours and their 
speeds. Consequently, the colour trope of the red billiard ball is different from 
its speed trope, and what is causally responsible for the speed of the white ball 
after the impact is the speed and not the colour of the red ball.30

According to this criterion, mental and physical properties are different: 
they are involved in different laws. In this framework, the crucial question 
becomes whether there are psychological laws between different mental prop-
erties. If such laws exist, then mental properties are causally efficacious. This 
is an empirical question.31

I propose to construe a mental property M as a first-order macroscopic 
property of an individual s. M is determined by a complex physical property P. 
P is constituted by the logical conjunction of the local properties of the bodily 
parts of s as well as the relationships among these parts. P determines M in 
a nomological but non-causal way. The properties of the parts of s and the 
laws governing the interactions among these properties together give rise to 
a law of composition. Each individual s that has parts s1 . . . sn with properties 

criterion cannot distinguish between the mental and physical properties of a given event. In any case, 
the relevant nomic relationships, which might allow us to distinguish between neurophysiological 
and mental properties of a single event taking place in the brain-mind, cannot be interpreted as 
causal because causation requires its terms to have distinct spatiotemporal locations.

30 We saw above that the fact that a law applies to a property (trope) in a given situation, and 
the fact that this property is counterfactually dependent on another, are not sufficient conditions 
for the existence of a causal relationship between the facts involving these properties. Nevertheless, 
they are necessary conditions. The laws to which a given trope belongs determine the identity of that 
trope, but the laws also determine which of several tropes instantiated in the same event is causally 
responsible for a given effect.

31 We have already seen some examples of such laws. In this chapter, I take up the example 
of Rescorla and Wagner’s law of classical conditioning. Crane and Mellor (1990), Antony and Levine 
(1997), and Rey (1997) have also offered arguments for the existence of psychological laws.
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P11 . . . Pnm possesses, by virtue of the laws of nature, global properties G1 . . 
. Gr, some of which are mental. Similarly, the microphysical state of a gas, 
conceived as the conjunction of the properties of position and momentum 
of the molecules that compose it, naturally determines, by virtue of a law of 
composition, the overall temperature of the gas.

Non-causal nomological determination is distinct from two other recent 
conceptions of the relationship between a person’s mental properties and the 
underlying physical properties of her body.

First, according to the functionalist view, mental properties are function-
al properties. Attributing to someone the property of feeling pain is equivalent 
to attributing to her a property that satisfies a functional condition, in other 
words a second-order property expressed by means of an existential quantifi-
cation. In the simplest case, this is a condition expressed in terms of sensory 
causes and behavioural effects. To say that x feels pain is equivalent to saying 
that x has one or another of a set of neurophysiological properties that are 
caused by bodily harm and that in turn cause (among other things) behaviour 
that leads to an escape from the source of the harm. The cause of this escape 
behaviour, which at the same time is the effect of the external stimulus, is a 
first-order neurophysiological property said to “realize” the mental property 
in that individual. However, according to this view, the mental property itself 
is causally inefficacious; in other words, it is epiphenomenal. Provided that 
we accept the causal criterion of reality,32 this has the consequence of denying 
any reality to the mental property beyond the physical property that realizes 
it. What is properly mental is merely a second-order predicate constructed by 
an existential quantification over first-order physical properties; only the latter 
are real and causally efficacious.33

Second, according to another proposal (Yablo 1992), the relationship be-
tween mental properties and underlying physical properties can be likened to 
the relationship between a determinable property and one of the properties 
that determines it. The mental property would be to the underlying physical 
property what red is to scarlet or what temperature is to 0º Celsius. Indeed, 

32 According to the causal criterion of reality, the fact that an entity is capable of making a 
difference to causal interactions is a necessary and sufficient condition for judging it to be real. See 
Kistler (2002a).

33 Kim (1998) explicitly draws this consequence from the functionalist conception and 
accepts it.
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it seems to be plausible that the mental property of feeling pain is an abstract 
and determinable property, whereas each biological species capable of feeling 
pain, and perhaps even each individual capable of feeling pain, has its own 
specific painful sensations.

However, the relationship between determinable and determinate is in-
appropriate as a model for the relationship between mental properties and 
underlying physical properties. A first reason is that the different physical 
properties on which the existence of a given cognitive property depends in 
different species and individuals are not ordered in a series, as is the case 
with the set of determinates of a determinable: the set of temperatures, for 
example, is ordered in one dimension. It is not clear how this model could be 
extended beyond the domain of quantitative properties, where more or less 
fine discriminations give a clear meaning to the distinction between proper-
ties more or less abstract and therefore more or less determinable.34

The second and most important reason for considering that the model 
of the distinction between determinable and determinate is not appropriate 
to the analysis of the relationship between mental properties and physical 
properties is that, to be in a relationship of determinable to determinate, two 
properties must be exemplified by the same object and be of the same logical 
type. This is the case if both the determinable and the determinate are mental 
properties, for example the general property of experiencing pain and the 
human property of experiencing pain. The whole individual possesses both 
properties. Conversely, the physical property underlying the mental property 
of experiencing pain, although it too can be technically attributed to the whole 
individual, is in reality the conjunction of properties of parts of the individual 
(of nerve cells, neural circuits, or brain regions) as well as of relationships 
among these parts. In Kim’s terminology, this underlying physical property is 
a “micro-based property” (see Chapter 4.7) that “belongs to a whole in virtue 
of facts about its parts” (1988b, 142; 1993b, 124) and by virtue of logic alone: 
“P is a micro-based property just in case P is the property of having proper 
parts, a1, a2, . . ., an, such that P1(a1), P2(a2), . . ., Pn(an), and R(a1, . . ., an)” (1997b, 

34 Funkhouser (2006, 565) and Menzies (2008, 203) criticize Yablo’s thesis within the 
framework of the analysis of the determinable/determined relationship proposed by Funkhouser. 
A given mental property can be “superdetermined” (i.e., correspond to a point in the space 
corresponding to its “determination dimensions”) yet be realizable by different physical properties. 
In this case, the physical realizing property cannot be a determinate of which the mental property 
would be a determinable, since the mental property itself is already maximally determinate.
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292). The simplest case of a micro-based property is the property of “being 
made up of two parts x and y such that x is F and y is G and x is related by 
R to y” (Kim 1988b, 142; 1993b, 124). Now the mental property of feeling 
pain is determined by the properties of the parts of the organism and their 
interactions, by virtue of a law of nature, and not just by virtue of logic. For 
this reason, it is not a micro-based property in Kim’s sense. Since the men-
tal property is not micro-based, whereas the underlying physical property is, 
these two properties belong to fundamentally different kinds, making them 
incapable of being in the relationship of determinate to determinable.

This point can also be expressed as follows: the relationship between a 
determinable and a determinate is an internal relationship. According to a 
plausible conception,35 a determinate is a complex property: it is designated 
by a complex predicate that has the form of a conjunction. When one of the 
terms of the conjunction is deleted, the resulting predicate designates a de-
terminable property relative to the determinate designated by the original 
predicate. There is then an internal relationship of subordination between 
these properties: any object that has the determinate also has the determin-
able because the elimination of certain terms of the conjunction corresponds 
to a valid inference. Furthermore, if we know that an individual s possesses 
the determinate property, and if we know the conjunctive structure of this 
property, then we can infer a priori, for purely logical reasons, that s also pos-
sesses the determinable. This model is unsuitable for analyzing the relation-
ship between mental properties and underlying physical properties insofar as 
inferring the former from the latter requires knowledge of the laws of nature. 
The predicates that designate the physical properties of the brain do not have 
a conjunctive structure such that part of the conjunction corresponds to a 
mental predicate. We cannot infer a priori, therefore, the possession of a men-
tal property from the possession of a physical property.

3. Mental Causation and Downward Causation
The approach to the determination of macroscopic properties, based on laws 
of composition, that I have developed in this book solves two important prob-
lems. The first is what Kim calls the problem of causal exclusion. The second 

35 See Armstrong (1997, Chapter 4.13). Worley (1997) has developed an analysis of the 
relationship between determinate and determinable universals similar to Armstrong’s.
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is to answer the question of whether the emergentist concept of downward 
causation is compatible with physicalism.

Let us start with the second problem. The view that macroscopic prop-
erties are determined by non-causal laws of composition provides the means 
for settling the debate between those who accept downward causation and 
those who take its possibility to be refuted by its incompatibility with well-en-
trenched metaphysical principles. Some emergentists36 defend the thesis that a 
macroproperty can exert a constraint superposed37 on the constraints exerted 
by the properties of the microscopic components; in this way, the macroprop-
erty prevents the microproperties from determining the evolution of the sys-
tem on their own. Their opponents38 seek to show that downward causation is 
a myth incompatible with the metaphysical principle of “the causal closure of 
the physical domain” (Kim 2005, 15).

One of the targets of these critics is the concept of downward causation 
put forward by the neurophysiologist R.W. Sperry. He is an easy prey for de-
fenders of microdeterminism and opponents of the possibility of downward 
causation because his position combines the fundamental thesis of the exist-
ence of macrodetermination with more controversial theses.

First, Sperry seems to take the structural form of a whole to be one of its 
components, in the same way as its matter. By attributing causal power to this 
form, he seems to return to a theory “in terms of components” as criticized by 
Broad (see Chapter 4). “I have repeatedly stressed the important causal role of 
the non-material space-time, pattern, or form factors and suggested that it is 
helpful to view any entity as . . . built of space-time components as well as of 
matter” (Sperry 1986, 266).

Second, the set of emergent properties to which Sperry attributes caus-
al efficacy is vast and varied. It includes cases of macrophysical causality 
— “drops of water are carried along by a local eddy in a stream. . . . [T]he 
molecules and atoms of a wheel are carried along when it rolls down hill” 
(1969, 534) — informational causality — “computer software programs ex-
ert downward causal control over their electronic . . . correlates” (1986, 269) 

36 In particular, Sperry (1969, 1976, 1986, 1992); Campbell (1974); Popper (1977); see also 
Gillett (2016).

37 Or that replaces it, in the case of the global properties of entangled systems of quantum 
physics.

38 See in particular Klee (1984); Kim (1992b, 1993c, 1998, 2005); Schröder (1998).
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— biological causality — “the holistic properties of the organism have causal 
effects that determine the course and fate of its constituent cells and mol-
ecules” (1969, 533) — and psychological causality — “the subjective mental 
phenomena . . . influence and . . . govern the flow of nerve impulse traffic” 
(1969, 534). Even social properties can exert downward causal influence. 
Sperry describes them as “emergent forces of higher and higher levels that in 
our own biosphere include vital, mental, political, religious, and other social 
forces of civilisation” (1986, 269).

Critics of downward causation argue that it is incompatible with a num-
ber of principles whose truth is presupposed by scientific method. According 
to an argument put forward by Klee (1984), which I will consider in a moment, 
downward causation is incompatible with the universal truth of microdeter-
minism as well as with the principle that all causal relations are exercised 
through a mechanism (see also Craver and Bechtel 2007). Others, notably 
Kim, argue that downward causation is incompatible with the principle that 
there is only one independent complete causal explanation for a given event 
as well as with the principle of the causal closure of the physical domain. I will 
come back to this later. We will see that such arguments, even if they seem 
to be convincing with respect to Sperry’s position, do not refute the theory of 
macrocausation developed here. In general, these arguments fail because they 
neglect the crucial distinction between causal and non-causal determination.

3.1. MACROCAUSATION WITHOUT AN UNDERLYING 
MICROSCOPIC MECHANISM
According to Klee, downward causal determination is intelligible only inso-
far as it is exercised through a mechanism. Advocates of downward causation 
could give us reasons to doubt that “micro-determinism” suffers no excep-
tions only “if a genuinely plausible mechanism of macro-determination could 
be provided” (Klee 1984, 61).39 This reasoning suffers from the lack of a clear 
distinction between causal determination and non-causal simultaneous de-
termination of the properties of an object by the properties of its parts. The 
conclusion that macrodetermination does not exist can be avoided by argu-

39 “We really have no established model of what a macro-determinative connection would 
be like. Direct determination from higher-levels to lower-levels seems somewhat mysterious when 
one attempts to construct a relatively precise scenario of the ‘how’ and the ‘why’ of it” (Klee 1984, 
60).
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ing that many types of causal determination are due to macroproperties that 
themselves are determined, in a non-causal way, by microproperties. Before 
returning to this model at greater length, I would like to offer, as an example 
of a causally efficacious macroproperty, the ability of hemoglobin molecules 
to bind oxygen (see Chapter 2.5; Rosenberg 1985, Chapter 4; Feltz 1995). It is 
the overall structure of the molecule that possesses this capacity. The overall 
structure is determined by non-causal laws of composition, grounded in the 
microscopic properties of the components of the hemoglobin molecule and 
their interactions. However, what is directly responsible causally for oxygen 
uptake is not the microscopic properties of the molecule but its overall struc-
ture. The function of hemoglobin is to carry oxygen from the lungs to the 
various tissues of the body. However, the property of the molecule that en-
ables it to perform this function is a systemic property of the molecule that is 
“macroscopic” in a relative sense: it belongs to the whole molecule rather than 
to its constituents (i.e., its subunits and atoms).40

The macroscopic property of the molecule causally responsible for the 
fact that the molecule tends to bind an oxygen molecule in the lungs, and to 
release this molecule in the tissues, is its structure (i.e., its “conformation”). 
This macroscopic conformation can be generated, or determined, by a large 
number of configurations at the level of the constituent atoms. In a sense, 
there are many different kinds of hemoglobin in different biological species, 
each one different from the others at the atomic level. Hemoglobin is a com-
plex molecule — a “tetramer” — made up of four chains of amino acids. Each 
type of hemoglobin is characterized by its own sequence of amino acids: this 
sequence is known as its “primary structure.” However, hemoglobins differ 
from each other in most, but not all, of their 140 constituent amino acids: there 
are nine amino acids that occupy the same position in the primary structure 
of all hemoglobin molecules. The interactions between these nine component 
molecules are sufficient for a sequence to determine the specific conformation 
common to all hemoglobin molecules, which is then responsible for oxygen 
uptake. Insofar as there is only one common macroscopic conformation, it is 
also correct to say that there is only one type of hemoglobin molecule. In this 
case, “hemoglobin” is identified by its macroscopic property of having the 
conformation responsible for binding with oxygen.

40 Hemoglobin and its properties are macroscopic compared with the properties of its 
constituents, which are therefore relatively microscopic.
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Figure 5.1 Non-causal determination and causal responsibility in hemoglobin.

The natural determination of the conformation of the whole molecule by 
the primary structure of the chain of amino acids — sketched in Figure 5.1 
— involves two intermediate stages: interactions between the amino acids 
determine where the chain bends and folds, giving rise to the secondary 
structure. That structure brings together certain amino acids that would have 
been far apart in the primary structure, giving rise to new interactions that 
in turn determine the tertiary structure, the shape that the chain takes in 
space. Finally, hemoglobin is not, strictly speaking, a molecule but an aggre-
gate of four molecules known as its subunits. Given the tertiary structure of 
the four subunits, they adopt a stable position in relation to each other, con-
stituting the quaternary structure of the molecule: that is, of the aggregate, 
the oxygen-binding functional unit. This overall structure or conformation 
of the molecule, a systemic property of the molecule as a whole, is directly 
responsible causally for its interaction with oxygen: it is the conformation of 
hemoglobin that, in the relatively low pH environment of the lungs, causes 
oxygen molecules to bind to the iron molecules contained in the heme groups 
surrounded by each of the subunits.

The hemoglobin molecule illustrates the possibility that a macroscopic 
property has a causal responsibility of its own, in the sense that it is not an 
epiphenomenon of some underlying microscopic causation. It is not the prop-
erties of the atoms or amino acids making up hemoglobin that bind oxygen. 
Nor is this effect explicable on the model of the superposition of independ-
ent effects of each atom or each amino acid. None of these microscopic 



The Material Mind226

components has the tendency to bind to an oxygen molecule. Microscopic 
tendencies do not add up to a sufficiently strong attraction. On the contrary, 
this is a genuine case of macroscopic causality since the tendency to bind an 
oxygen molecule appears only at the level of the quaternary structure. There 
are no causal relationships at the level of the components of hemoglobin, the 
cumulative result of which would be to bind oxygen.

The case of the hemoglobin molecule shows that there is nothing mys-
terious about a causal relationship at the level of the whole system. On the 
contrary, on the basis of “what molecular biology has discovered about the 
hemoglobin molecule,” chemistry provides “a direct and beautiful explan-
ation of why the blood does what it does” (Rosenberg 1985, 74). Contrary 
to Klee’s claim, the fact that a relationship of causal responsibility must be 
understood at a systemic — and thus (relatively) macroscopic — level does 
not entail that the “how” and “why” of its efficacy remain mysterious. The fact 
that the causally efficacious property is macroscopic does not imply that it is 
irreducible. On the contrary, the explanation of the relations that determine 
the causally efficacious property (the quaternary structure) by the primary 
structure, with its two intermediate stages, is a paradigmatic example of a 
successful microreduction.

We do not need to choose, as Klee’s argument suggests, between macro-
scopic but mysterious determination and determination by a microscopic 
mechanism. According to my analysis, the mystery is unravelled thanks to 
the reduction of the efficacious property. This reduction involves the dis-
covery and detailed description of non-causal determination relationships 
among primary, secondary, tertiary, and quaternary structures. However, the 
existence of the reductive explanation does not prevent the relationship of 
causal responsibility from involving an emergent property.

3.2. KIM’S ARGUMENT AGAINST MENTAL CAUSATION: 
PRELIMINARIES
Jaegwon Kim has presented an influential argument against the thesis that 
mental properties themselves can be directly causally efficacious. His argu-
ment has the form of a reductio of the hypothesis of mental causation. He 
begins by considering the hypothesis that one mental event causes another. 
Take the previous example, in which my thought that the noise in the street 
is disturbing my concentration caused my decision to close the window. 
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Schematically, the event in which I think that the noise disturbs me is repre-
sented by my possession of mental property M and the decision to close the 
window by my possession of mental property M*. Kim’s argument consists of 
showing first that M can have only a causal influence on M* through an influ-
ence on the physical properties P* underlying M*. In other words, Kim seeks 
to show that mental causation, if it were possible, would presuppose down-
ward causation. Then he argues that downward causation is incompatible 
with two principles widely accepted in metaphysics and epistemology, name-
ly the principle of causal-explanatory exclusion and the principle of causal 
closure of the physical domain. According to the first principle, which is epis-
temological, “there can be no more than a single complete and independent 
explanation of any one event” (Kim 1988a, 233).41 According to the second 
principle, which is metaphysical, “if you pick any physical event and trace 
its causal ancestry or posterity, that will never take you outside the physical 
domain. That is, no causal chain will cross the boundary between the physical 
and the nonphysical” (Kim 1997b, 282). This last principle directly denies 
the possibility that non-physical causes, particularly mental ones, can exert 
causal influences on physical events. However, we will see that the argument 
does not simply beg the question, insofar as Kim tries to justify this principle.

The debate about whether mental properties can be efficacious in influen-
cing other mental or physical properties takes place against the background 
of a consensus on a physicalist conception of mental properties, which are 
instantiated locally in persons or animals endowed with cognition; they are 
intrinsic systemic properties of these individuals.42 These systemic properties 
are determined exclusively by the physical properties of the individuals’ parts 
and their interactions. This presupposes the strong supervenience of mental 
properties on the properties of the parts of the organism. Strong superven-
ience can be defined as follows.

41 See also Kim (1989a, 1989b). There is a similar debate about whether the teleological 
explanation of a given event is compatible with its mechanistic explanation or whether such 
explanations are mutually exclusive. Against Malcolm (1968), who argues for the thesis that they 
exclude each other, Heil (1992, Chapter 4) tries to show that these explanations are compatible 
insofar as they describe the same causal processes with different concepts and with different 
granularity.

42 It might be necessary to include part of the environment in the physical base of mental 
properties. This does not prevent this base from being located around the person. For reasons for 
including the environment, see Clark and Chalmers (1998); O’Regan and Noë (2001); Clark (2008).
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Necessarily, if a macroscopic object with parts p1, . . ., pn has a 
global property G, then there exist properties P1(p1), . . ., Pn(pn) 
of the parts and relations between the parts R1(p1 . . . pn) . . . 
such that, necessarily, any macroscopic object that has parts p1 
. . . pn, with properties P1(p1), . . ., Pn(an) and relations R1(p1 . . . 
pn), . . . has the property G.

In Chapter 4, I explicitly required that emergent properties satisfy this phys-
icalist condition of mereological determination. This conception of emer-
gence is consistent with Kim’s thesis that “a particularly important and prom-
ising approach . . . is to explicate mind-body supervenience as an instance 
of mereological supervenience. That is, we try to view mental properties as 
macroproperties of persons, or whole organisms, which are determined by, 
and depend on, the character and organization of the appropriate parts, or 
subsystems, of organisms” (1993b, 168; see also Kim 1978, 1988b, 1990).

Kim judges correctly that the problem of mental causation is a special 
case of the more general problem of understanding when and how different 
properties of an event cooperate in their causal influence on other events and 
when, on the contrary, the causal efficacy of one property excludes the causal 
efficacy of another. The dispute concerns the question of whether a mental 
property M can have its own causal efficacy in bringing about another mental 
property M*, or whether the impression of such causal efficacy is illusory, 
since the only relationship of causal efficacy relates the underlying physical 
properties P and P*. We can sketch the situation as in Figure 5.2.
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Figure 5.2 The controversial causal responsibility of mental properties.

Before considering in detail Kim’s argument to the effect that only physical 
properties can be causally efficacious, it is useful to mention three termino-
logical points. The first concerns the ontology of the terms of causal relation: 
according to Kim, events linked by causal relations are structured entities 
composed of an object, a property that the object exemplifies, and an instant 
at which the object exemplifies the property. The effect considered in our ex-
ample consists for Kim of a triplet <s, M, t>, where s represents the bearer of 
the property (i.e., the person who decides to close the window), M the prop-
erty of deciding to close the window, and t the instant at which this decision 
is made. However, in the context of his analysis of mental causation, Kim 
expresses himself more simply by talking about the property that causes or 
determines another property. This does not create any misunderstanding in-
sofar as the context fixes the object and the instant univocally.

In this simplified terminology, Kim’s thesis is this: the fact that M causes 
M* is only an alternative way of conceiving of the only real causal relation-
ship, namely that between P and P*. Instead of saying that the event <s, P, t> 
causes the event <s, P*, t*>, we can simply say, with Kim, that P causes P*. 
There should be no misunderstanding about the relevant conception of prop-
erties: when we ask whether a “mental property M is causally efficacious with 
respect to physical property P*” (Kim 1993c, 207), it is clear that local instan-
ces of these properties, not universal properties, are at stake. From now on, it 
will be understood that this means “that a given instance of M causes a given 
instance of P*” (Kim 1993c, 207). Similarly, given that we are dealing with 
causation and that the concept of causation requires the temporal anteriority 
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of the cause with respect to the effect, properties of effects — designated by 
starred predicates (here P*) — are systematically exemplified later — namely 
at t* — than properties without a star (here M) — namely at t. A statement 
that one property M causes another M* can always be translated into the 
language of causation between events: in the conception of events as concrete 
particulars, the mental property M and the physical property P on which it 
supervenes and by which it is determined belong to the same concrete event.43 
The question of the respective roles played by M and P is posed in this con-
text in terms of causal efficacy or causal responsibility. Which fact is causally 
responsible for the fact that the effect-event has the property P*: the fact that 
the cause-event has M or the fact that it has P? Or, equivalently, which of the 
properties M and P of the cause is efficacious in ensuring that the effect has 
the property P*?

Another terminological detail concerns the object to which the proper-
ties are attributed. If M belongs to a subject, then we can consider the ques-
tion of its efficacy in relation to the underlying physical properties, insofar as 
they belong to the subject’s parts, particularly neuronal parts, or insofar as 
they belong to the same subject as a whole. In order to express himself in the 
second way, Kim uses the concept of a micro-based property (see Chapter 4.8): 
“P is a micro-based property just in case P is the property of being completely 
decomposable into nonoverlapping proper parts a1, a2, . . ., an, such that P1(a1), 
P2(a2), . . ., Pn(an), and R(a1, . . ., an)” (Kim 1998, 84). This is a technical means 
of attributing the physical properties of the parts of an object to that object as 
a whole, without prejudging whether the property thus logically constructed 
and attributed to the object is a real property or only a nominal one: a real 
property has causal powers of its own, whereas many merely nominal prop-
erties do not.44 The table that I am sitting at, for example, has the disjunctive 
property of being rectangular or yellow, but this property is not “natural” 
or “real”45 insofar as it does not give the table any causal power of its own, 
different from the powers due to the properties of being rectangular and of 
being yellow.

43 We must be careful to avoid a terminological confusion. What Kim calls an “event” is not 
a concrete particular c occupying space-time, which has many properties, but what we call a “fact”: 
the fact that event c has property P at time t. See Kistler (1999a, 1999b, 2006d).

44 Lewis (1983) calls these properties “abundant.”
45 Lewis (1983) calls them “sparse” properties.
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A third terminological point should be clarified before I examine Kim’s 
argument. We must not confuse the physicalist thesis that I expressed above 
as the thesis of mereological supervenience with the “Physical Realisation 
Thesis” (Kim 1993b, 344; 1993c, 198). According to the latter thesis, “all men-
tal properties are physically realized; that is, whenever an organism or sys-
tem instantiates a mental property M, it has some physical property P such 
that P realizes M in organisms of its kind” (1993b, 344; 1993c, 198). The first 
thesis concerns the micro-macro relationship among the parts of an organ-
ism and its global properties; the second concerns the relationship between 
second-order functional properties and the first-order properties that per-
form the function. For example, to conceive of the property of experiencing 
pain as a functional property is to conceive of it as a second-order property: 
the property of having a first-order property from within a set B. The prop-
erties in B satisfy the functional constraints specific to pain: being caused by 
damage to the body, causing behaviour aimed at avoiding the cause of that 
damage, causing the desire for the pain to cease, and so on. According to the 
physical realization thesis, mental properties are actually physical properties 
conceived of by second-order concepts (Kim 1998, 104). To have a mental 
property is not, according to this conception, to have a first-order property 
(i.e., a causally efficacious property). Rather, it means having a second-order 
property: the property of having a physical property that obeys certain causal 
or functional constraints. I am not denying that it is possible or appropriate 
to conceive of mental properties in this functional way. I am only contesting 
the legitimacy of inferring from this possibility that mental properties are 
not first-order properties. The fact that a property can be described with a 
second-order predicate does not prove that it is impossible to describe the 
same property with a first-order predicate. Thus, it remains possible, as emer-
gentism envisages, that mental properties are macroproperties that “can, and 
in general do, have their own causal powers, powers that go beyond the causal 
powers of their microconstituents” (Kim 1998, 85). In other words, proper-
ties that fulfill the functional roles corresponding to second-order functional 
concepts can be macroscopic mental properties that can also be designated by 
first-order predicates (see Chapter 3).

Here is what is at stake in the debate: I defend the thesis that an emergent 
mental property is a first-order property, determined by the physical proper-
ties of the brain’s components according to laws of composition, which pos-
sesses causal powers not possessed by the physical properties that determine 
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its existence. Against this, Kim argues that the only causally efficacious prop-
erties are physical or physiological properties (i.e., properties that belong to 
the parts of the person’s body), although the concept of a micro-based prop-
erty makes it possible to attribute them formally to the person herself.

3.3. THE FIRST PART OF KIM’S ARGUMENT: NO MENTAL 
CAUSATION WITHOUT DOWNWARD CAUSATION
As I said earlier, Kim’s argument proceeds in two stages. First, Kim explains 
that the only way M could cause M* is by downward causation; M can cause 
M* only by causing P*, the physical property underlying M* by virtue of 
mereological supervenience. Second, he tries to show that such a downward 
causal influence is incompatible with the principles of causal-explanatory ex-
clusion and of the causal closure of the physical domain.

Here is the first part of the argument. Kim says that, for a given mental 
property M* (as sketched in Figure 5.2), there are two possible answers to 
the question of what is responsible for M*. According to the first, M* is due 
to M; according to the second, M* is due to P*. Kim then argues that there 
are only three ways of reconciling these two answers. Of the three, he tries to 
show that the first two are unacceptable. The third is therefore provisionally 
retained, although the second part of the argument shows that it too must be 
abandoned, depriving M of all causal power both to cause P* and to cause M*. 
The possible answers are

(1) M and P* are jointly responsible for M*;

(2) M and P* are each responsible for M* so that M* is 
overdetermined; and

(3) M causes M* by causing P*.

According to hypothesis (1), M and P* taken together are responsible for 
M*, although neither alone is sufficient for M*. Kim rejects this hypothesis on 
the ground that the supervenience thesis implies that P* alone is sufficient for 
M*. He argues against assumption (2) — that M and P* overdetermine M*, in 
the sense that each alone is sufficient for M* — by proposing that the concept 
of overdetermination would be appropriate in the present case only if M* had 
“two distinct and independent origins in M and P*” (1993c, 205). However, 
as the situation is conceived of, M and P* are not independent. Compare the 
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situation with the paradigmatic case of independent overdetermination de-
scribed above: when two soldiers in a firing squad both fire a bullet at the 
victim, such that each is sufficient in itself to cause her death, each causes the 
victim’s death. Since we are not dealing here with such an exceptional situ-
ation in which two independent causal chains converge on the same effect, 
Kim applies the principle of explanatory exclusion: there is only one complete 
and independent explanation for M*. From the fact that P* alone is sufficient 
for M*, he concludes that M is not a complete cause of M*, in the sense of 
constituting a complete causal explanation of M*.

This argument invites the objection that it fails to make the crucial dis-
tinction between causal and non-causal determination; this neglect goes hand 
in hand with the neglect of the difference between the relationships expressed 
by “determines,” “is a sufficient condition for,” and “is causally responsible 
for.”46 If we distinguish these concepts of determination, then it appears that 
hypotheses (1) to (3) do not exhaust all possibilities. There is a fourth way of 
conceiving of the relationships of determination among M, P*, and M* that 
does justice to the premises of Kim’s argument while avoiding its conclusion.

The argument against hypothesis (2) shows that what Kim means by 
“overdetermination” is independent causal overdetermination such as it exists 
in the case of the firing squad, in which several independent causal processes 
lead to the victim’s death. However, M and M* are indeed in a relationship of 
causal responsibility, but the determination between P* and M* is not causal: 

46 Thomasson (1998) and Jacob (2002) express similar criticisms. Slors (1998) offers a more 
charitable interpretation of Kim’s argument. He asks how we can conceive of the relationships of 
realization (between P* and M*) and causation (between M and M*) in such a way as to make 
them sufficiently “similar” to make Kim’s claim intelligible that M and P* are in competition for 
being a “sufficient condition” for M* and to make intelligible the solution that Kim considers (this 
is hypothesis (3) mentioned in the text), in which these relations are linked transitively, such that 
one is a sufficient condition for the next: M — P* — M*. According to Slors, the only possibility is to 
interpret both realization and causality as nomic relationships. Given the traditional interpretation 
of the concepts of realization and causality, this indeed seems to be their “greatest common 
denominator” (i.e., the richest conceptual element common to both). Slors accepts the idea that, in 
this interpretation of the two relationships, M and P* compete to be nomically sufficient for M*. He 
concludes that there are only two ways of justifying mental causation and resisting the verdict that 
the mind is merely an epiphenomenon: one must deny that either causation or realization is nomic. 
However, as I show in the text, these relationships of nomic sufficiency, belonging to very different 
species of relationships, are not in competition; therefore, it is enough to distinguish them to solve 
the problem raised by Kim. There is no need to resort to the radical solution proposed by Slors to 
deny the nomic character of realization.
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it is the relationship between a neuronal property and the mental property 
that emerges from it as a function of a law of composition.47 First, an emergent 
property and the properties from which it emerges belong to the same object 
at the same time, whereas a causal relationship requires its terms not to over-
lap in space-time.48 Second, emergence is based on nomic necessity, whereas 
causation is contingent. Since P* and M* are not in a causal relationship, M 
and P* cannot overdetermine M* in the sense of causal overdetermination.

In other words, both M and P* determine M*, though not in the same 
way: M causes M*, by virtue of a nomological dependence between these 
properties, whereas P* determines M* in a non-causal way. Thus, there is a 
fourth way, neglected by Kim, to reconcile the two explanations of the pres-
ence of M*: the first is causal, whereas the second is a non-causal explanation 
(which we can call compositional). M and P* do not causally overdetermine 
M*, although each alone is sufficient for M*. In other words, the expression 
“is sufficient for” can have two meanings: it can express the relationship 
of causal responsibility and the relationship of non-causal compositional 
determination.

Here are two simple examples showing that explanations belonging to 
these two categories answer independent questions so that they complement 
rather than exclude each other. Why is there an equilateral triangle on the 
paper on my desk? First, the causal answer: because I drew it. Second, the 
non-causal answer: because there is an equiangular triangle on the paper, and 
all equiangular triangles are necessarily equilateral. Why is this gas at a tem-
perature of T = 50° C? First, the causal answer: because I have just increased 
its temperature by heating its container. Second, the non-causal answer: be-
cause its pressure and volume are P and V, because it is an approximately ideal 
gas, and because T is proportional to the product of P and V, by virtue of the 
ideal gas law.

47 Crane (1995, 232) and Loewer (2002), among others, point out that the thesis that we are 
dealing with overdetermination lacks plausibility only insofar as it is interpreted on the model of 
independent overdetermination of the firing squad. It is not plausible that effects of mental causes 
are also independently caused by the physical properties underlying those mental properties. This 
leaves open the possibility that mental causation involves systematic overdetermination by mental 
and physical properties linked by psychophysical laws.

48 Kim (1998, 44) accepts the Humean requirement that cause and effect must be separated 
in time.
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The existence of two determinations of the same property instance, 
each “complete” in its own way and independent of the other, is certainly 
incompatible with the principle of explanatory exclusion, according to which 
“there can be no more than a single complete and independent explanation 
of any one event” (Kim 1988a, 233). In this context, “complete” means “in 
itself sufficient,” and “independent” means “without conceptual link or link 
of logical or metaphysical necessity.” However, the coexistence of our two de-
terminations is compatible with another principle, which can easily be con-
fused with the principle of explanatory exclusion. According to the principle 
of causal-explanatory exclusion, it is exceptional for there to be two complete 
and independent causal explanations of an event. Such a principle simply 
does not apply in the cases that we have considered, insofar as one of the two 
determination relationships is non-causal.

We therefore arrive at the following analysis of our schematic situation 
of mental causation. Let us assume that there is a psychological law linking 
instances of M to subsequent instances of M*. The instance of M* can then be 
causally explained by the preceding instance of M, together with the psych-
ological law in question. This does not prevent the possibility that the same 
instance of M* can be explained alternatively non-causally, in terms of the 
physical or physiological properties P*, on the basis of the relevant law of 
composition by virtue of which P* gives rise to M*.

If this analysis is correct, then I have refuted Kim’s argument that the 
only way to account for the fact that M* is determined both by M and by 
P* is to assume that M causes M* by causing P* (i.e., by virtue of downward 
causation).

Furthermore, we have seen that a “principle of explanatory exclusion” is 
not plausible. There is no reason to deny the possibility of two explanations 
of the same fact when these explanations belong to different categories — one 
being causal and the other non-causal. This is true even if each can be con-
sidered complete in its own right, in the sense that it allows us to deduce the 
explanandum.49

In defence of Kim’s argument, it could be argued that the principle of 
explanatory exclusion should be interpreted as a principle of causal-explana-
tory exclusion. According to this principle, there cannot be more than one 

49 Kim (2002, 2005) challenges this result, arguing that there is a tension between the non-
causal explanation of M* by P* and the causal explanation of M* by M.
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complete and independent causal explanation for a given event. After all, Kim 
defends an “explanatory realism” according to which any true explanation 
is based on a causal relationship between the terms of the explanation: “To 
‘have an explanation’ of event e in terms of event c is to know, or somehow 
represent, that c caused e; that is, . . . explanations of individual events are 
represented by singular causal propositions” (Kim 1988a, 230).

It is crucial here to bear in mind the distinction mentioned above be-
tween two ways of conceiving of the terms of causal relationships: either they 
are events in the sense of particulars that occupy a portion of space-time and 
have many properties, or they are facts — which Kim calls “events” — that 
is, propositional entities. In the first conception, the cause c, as a particular 
event, can possess both the physical property P and the mental property M 
and the effect event e both the physical property P* and the mental prop-
erty M*. There is no reason, then, as Marras (1998) has observed, to deny the 
possibility that the fact that c is M is causally responsible for the fact that e is 
M* and that, so to speak in parallel, the fact that c is P is causally responsible 
for the fact that e is P*.

To evaluate the principle of causal-explanatory exclusion, we must dis-
tinguish between its application to events and its application to facts: it is 
doubtful whether it makes sense to speak of a complete explanation of a 
particular event. What we are trying to explain are always facts: insofar as 
an explanation always takes the form of an argument whose explanandum 
constitutes the conclusion, only a propositional entity can be the object of an 
explanation. However, when it is said that there is only one complete causal 
explanation of an event, this can mean two things. First, it can mean denying 
the possibility of downward causation. It denies that two different facts about 
the same event, in our case the fact that c is P and the fact that c is M, cause 
the same physical fact, that e is P*. We will come back to this in a moment. 
Second, it can mean that there cannot be two causal relationships of respons-
ibility concerning the same pair of events: on the one hand, the fact that c is 
P is causally responsible for the fact that e is P*; on the other hand, the fact 
that c is M is causally responsible for the fact that e is M*. The principle of 
causal-explanatory exclusion does not seem to apply to the latter case: the two 
relations of causal responsibility do not seem to exclude each other. This is not 
a case of causal overdetermination since their effects are different. Moreover, 
the existence of two parallel explanations at different levels can be explained 
by the fact that their truth makers are not metaphysically independent. Since, 
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according to physicalism, for every mental property M there is an underlying 
physical property that determines it, mental properties depend on physical 
properties, and mental explanations depend on mental properties. If there is 
a physical explanation, however, the psychological explanation depends on 
this physical explanation. However, as we will see, the dependence of mental 
properties on physical properties does not exclude the possibility that there is 
no physical explanation for a pair of causally related events, in which case the 
only accessible explanation is psychological.50

As we saw in Chapter 1, certain elementary mechanisms of learning have 
been reduced to neurophysiology, in the sense that microscopic mechanisms 
have been discovered that give rise to the regularities observed at the psych-
ological level. As far as classical (i.e., Pavlovian) conditioning is concerned, 
Rescorla and Wagner (1972) discovered that the reinforcement of the asso-
ciative strength between an unconditional stimulus (US) and a conditional 
stimulus (CS) X (see Chapter 1.9), in an experimental session in which X is 
presented just before the US, obeys a law expressed by the following formula:

.
This formula corresponds to the general case in which the same US has 

already been used to condition the subject to another conditional stimulus, 
A.  represents the increase in associative strength with which the CS 
X triggers the response (naturally appropriate for the US), as obtained at 

50 Marras is certainly wrong when he says that, on the contrary, “each of the two explanations 
appears to be complete in its own domain of application, and each appears to be independent of the 
other (entailing, as they do, distinct counterfactuals)” (1998, 449). The disagreement stems from the 
fact that Marras accepts the Davidsonian thesis of the irreducibility of psychological explanations 
to neurophysiological explanations. Within this framework, Marras infers from the fact that M 
→ M* (the fact that c is M is causally responsible for the fact that e is M*) implies the truth of the 
counterfactual ¬M⎕ → ¬M*, and from the fact that P → P* implies the different counterfactual ¬P⎕ 
→ ¬P*, that M → M* is independent of P → P*. As soon as we abandon the doctrine of irreducibility, 
the argument loses its validity: both implications can be correct, whereas M → M* is dependent on 
P → P*. If M depends on P and M* depends on P*, then it is possible that the whole process leading 
from the instance of M to the instance of M* depends on a parallel underlying causal process leading 
from the instance of P to the instance of P*. (For downward causation, this scenario is considered 
by Bennett [2003] and Witmer [2003]. I come back to this later in the text.) To refute Marras’s 
reasoning, it is sufficient to show that this scenario is possible. It remains an open question whether 
any relationship of psychological causal responsibility is indeed accompanied by an underlying 
relationship of physical causal responsibility. I would suggest that, given the complexity of the 
neurophysiological and even more so the microphysical details, we can expect this not to be the 
case.



The Material Mind238

nth exposure;  represents the salience of the stimulus X,  the salience of 
the US, and l the maximum associative strength that can be obtained by 
association with the US; finally,  represents the total associative strength 
reached between the US and the two CSs, X and A, in the previous n–1 ex-
posures. This total strength  is the sum of the individual association 
strengths of the two conditional stimuli A and X, so that .

This law can form the basis of a relationship of causal responsibility 
between one mental property and another and thus illustrate the situation 
outlined in Figure 5.2. The earlier mental state M contains the associations 
between A, X, and the US created during the first n–1 exposures as well as 
the experience of X preceding the US in the nth exposure; the law predicts 
that this produces a new mental state M* that contains associations whose 
strength is a function of M, as expressed by the law. This law applies to vari-
ous animal species (Rescorla and Wagner report the results of experiments 
with rabbits and rats); this makes it unlikely that there is a single underlying 
microscopic property common to different species for each mental state that 
emerges during learning.

I have shown that the first step of the argument by which Kim tries to 
establish the impossibility of mental causation is not conclusive. This does not 
diminish, however, the importance of the second step of his argument. In that 
step, Kim intends to show that the hypothesis of the existence of downward 
causal relations is incompatible with the principle of the causal closure of the 
physical domain as well as with the principle of causal-explanatory exclusion. 
Even if such downward causation does not play a role in every causal relation-
ship between mental events, the emergentist position defended in this book in 
fact presupposes that emergent properties, such as cognitive properties, can 
have a causal influence on events situated at lower levels of complexity, in par-
ticular on physiological events: my decision to close the window is an emer-
gent property of my person, which leads causally to the modification of the 
state of the motor neurons involved in the execution of the appropriate action.

3.4. THE SECOND PART OF KIM’S ARGUMENT: NO 
DOWNWARD CAUSATION
In Figure 5.2, the downward causal influence is represented by the diagonal 
arrow: it corresponds to the hypothesis of a causal relationship between the 
thought that the noise bothers me (M) and the microscopic neuronal events 
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(P*) that are part of the basis that determines the decision to close the win-
dow (M*). To demonstrate the incompatibility of this hypothesis with the 
principles of causal closure of the physical domain and causal-explanatory 
exclusion, Kim begins by arguing that there are four possible causes of P*.51

(1) M and P together constitute a sufficient cause of P*;

(2) M and P are two mutually distinct sufficient causes of P*, 
so that M and P overdetermine P*;

(3) P causes P* through M; and

(4) P causes P* directly, without any causal contribution from 
M.

Only the first three hypotheses presuppose the existence of downward caus-
ation. If there are no other possibilities, then Kim only needs to refute these 
three scenarios in order to refute the possibility of downward causation.

3.4.1. The Refutation of Scenario (1)
Against hypothesis (1), Kim (1993c, 207) argues that the physical realization 
thesis implies that P by itself is sufficient for P*. Moreover, if P is sufficient for 
M, and if P and M together are sufficient for P*, then P alone is sufficient for 
P*. As I pointed out earlier, the choice of conceiving of M as a second-order 
functional property and P as the first-order property that realizes it would 
prejudge the question of the causal efficacy of M in the negative. By its very 
conception, a second-order property has no causal efficacy of its own because 
causal efficacy is limited to the level of the first-order properties that realize it. 
However, we can express an argument similar to Kim’s that respects our con-
ceptual framework: if M is a first-order macroscopic property, and if P is the 
set of microscopic properties that determines it according to a law of compos-
ition, then P is sufficient for M. However, in the latter case, this is a sufficient 
condition for nomological reasons and not for logical or conceptual reasons, 

51 The expression “cause of P*” is ambiguous: it can have the meaning of causality between 
events and the meaning of causal responsibility between facts. However, given Kim’s terms of the 
causal relationship, “is the cause of” is always equivalent to what I call “is causally responsible for.”
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whereas Kim’s functionalist conception takes the relationship between P and 
M to be the conceptual relationship of realization.

We can interpret (1) in two ways, corresponding to two ways in which P 
and M can “join forces,” in the sense of each contributing to the effect P*. In 
both interpretations, P alone is sufficient for M. The relationship of being a 
sufficient condition here covers both the relationship of non-causal determin-
ation — between P and M — and the relationship of causal determination. 
The difference between the two interpretations concerns the latter: according 
to the first interpretation, M alone is causally responsible for P* by virtue of 
a causal law. In other words, P* exists only because — and insofar as — it is 
determined by M, but P does not take part in the direct causal responsibility 
for the production of P*. We can then say (although this is true only ceteris 
paribus, as with all applications of the laws of the special sciences) that M is 
“sufficient for P* in the circumstances.”

According to the second interpretation,52 both P and M exert a constraint 
on the evolution of the system, but neither determines the state of the system, 
at the time of the event P*/M*, completely on its own. M determines only a 
certain framework within which the system must evolve but not its detailed 
evolution. This constraint can be construed by analogy with the constraints 
exerted on a mechanical system. The rail line on which a train is travelling 
does not in itself determine the trajectory of the train: the forces acting on 
it — notably gravitation, the force released by the locomotive engine, and the 
force of friction — determine the direction and speed with which it moves. 
However, the rail line determines a framework that restricts the number of 
degrees of freedom available to its movements to two: direction and speed. 
In the case of a ball rolling inside a bowl, the internal surface of the bowl de-
termines a frame that limits the possible trajectories of the ball. This surface 
exerts a constraint on the trajectory of the ball that leaves it with only four 
degrees of freedom or four dimensions in what is known as the phase space 
of its trajectory: the two dimensions of the surface and the two dimensions 
of the velocity. Without any constraint, such as that exerted by the rail line 
or the surface of the bowl, the displacements can occupy all six dimensions 
of the phase space: three dimensions for the position in space and three di-
mensions for the components of the velocity in the three spatial dimensions.

52 The concept of downward causation is developed in Kistler (2009, 2017, 2021).



2415 | The Causal Eff icacy of High-Level Properties

To return to the determination of the physical state P* of a cognitive sys-
tem, the second interpretation of hypothesis (1) amounts to supposing that 
the mental state M defines a framework that limits the possibilities of evo-
lution of the system without determining them completely in detail. Let us 
assume that there is a psychological law M → M* stating that, ceteris paribus, 
any system in M evolves toward state M*. At the instant of M, the system has 
a well-defined physical state P that determines M in a non-causal way. But 
M is compatible with a certain number of other physical states that would 
determine a mental state of the same type as M. In other words, M does 
not determine P in detail, only a certain framework that delimits a space of 
possibilities. This thesis corresponds to the thesis of “multiple realizability” 
in the sense of micro-macro determination, which we examined in Chapter 
2. Similarly, M*, although causally determined by M by virtue of the law M 
→ M*, does not determine the details of its physical realization, P*. Rather, 
M* constitutes a framework that constrains the evolution of the system, the 
details of which are determined at the physical level (i.e., by P).

By virtue of the transitivity of the relationship of being a sufficient con-
dition, it is correct to say in both interpretations of hypothesis (1) that the 
instance of P is sufficient for the instance of P*. Without distinguishing be-
tween the two interpretations, Kim rejects (1) because it lacks parsimony. 
However, his argument is based on a strong presupposition: following the 
(Davidsonian) principle of the nomological character of causality, Kim as-
sumes that the causal relationship between M/P and M*/P* is determined by 
physical laws.

According to Kim,

P appears to have at least as strong a claim as M as a direct 
cause of P* (that is, without M as an intervening link). Is there 
any reason for invoking M as a cause of P* at all? The question 
is not whether or not P should be considered a cause of P*; on 
anyone’s account, it should be. Rather, the question is whether 
M should be given a distinct causal role in this situation? I 
believe there are some persuasive reasons for refusing to do 
so. (1993c, 207)

Since there are physical laws that determine P* on the basis of the earlier state 
P, the assumption that M also contributes to P* — whether in the first or the 
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second interpretation of (1) — violates the principle of explanatory simplicity, 
which finds its precise expression in the principle of causal-explanatory ex-
clusion. The hypothesis that the complete physical cause P* is systematically 
accompanied by a second cause M, itself complete as in the first interpretation 
of (1) or incomplete as in the second, must be excluded.

The question of the level of the laws that determine P* is empirical and 
cannot be decided a priori, on mere conceptual grounds, as Kim’s argument 
presupposes. This applies in particular to the hypothesis that, for any physic-
al event P* taking place at time t, there exists, at each preceding time t, a 
complete and purely physical cause P of P*. This is an empirical hypothesis 
that has no more a priori credibility than the hypotheses underlying the two 
interpretations of (1): according to the first, there is a law by virtue of which M 
alone determines P*; according to the second, there is a psychological law M 
→ M* by virtue of which M determines a framework that restricts the degrees 
of freedom of the evolution of the system and physical laws that determine, 
within the framework fixed by the psychological law, the details of the physic-
al evolution from P to P*.

No a priori argument can establish which of these three possibilities is 
correct. Therefore, Kim is wrong to assume that the first hypothesis, accord-
ing to which P alone determines P* by virtue of laws at the physical level, 
needs no empirical justification. Indeed, it is empirically possible that there 
is no law at the level of P and P* that would make P* predictable from P: this 
might be the case of a chaotic system in the physical sense. If P describes the 
state of a chaotic system in the basin of a strange attractor,53 then for any 
accuracy or tolerated error there is a time in the future such that the states of 
the system after that time cannot be predicted with that accuracy. In such a 
situation, it is possible that (1) is correct, according to one of its two interpret-
ations. I will come back to this later.

3.4.2. The Refutation of Scenario (2)
Against hypothesis (2), Kim takes the hypothesis that M and P causally over-
determine P* to be “absurd” (1993c, 208). This judgment is plausible insofar 
as causal overdetermination is taken to mean the parallel actions of two in-
dependent causal processes that lead to the same effect, so that each would 

53 This term was introduced in Chapter 4.8.
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have been sufficient without the other for the effect to occur. The paradig-
matic case is the firing squad, in which several bullets reach the heart of the 
victim by causally independent paths at the same instant. It is certainly not 
plausible for cerebral and mental causes to act systematically independently of 
each other to cause P*. Independent but converging causal processes such as 
those occurring in the scenario of the firing squad are rare and exceptional. 
Kim expresses this by saying that the assumption that each mental cause is 
accompanied by an independent physical cause is incompatible with the prin-
ciple of causal-explanatory exclusion, mentioned above. Two complete causal 
explanations of a fact create, he says, “an unstable situation requiring us to 
find an account of how the two purported causes are related to each other” 
(1998, 65). There are good reasons to abandon the hypothesis that, if a mental 
cause M brings about a physical effect P*, then it always overdetermines P*, in 
the sense that P* always also has a parallel complete physical cause P.

It is less easy to show why the other interpretation of overdetermination 
also leads to an absurd consequence. It seems to be possible that mental caus-
es M and their underlying properties P overdetermine their physical effects 
P*, in the sense that each is sufficient for P* by virtue of a causal law (purely 
physical in one case and psychophysical in the other) but without one be-
ing independent of the other.54 Indeed, several authors have suggested that 
the efficacy of mental causes is a matter of “dependent overdetermination” 
(Witmer 2003, 205). In a situation in which the effect is overdetermined in 
this way, the fact that the mental property is efficacious in causing the effect 
depends on an underlying physical process. Once dependent overdetermina-
tion is clearly distinguished from “autonomous overdetermination,” in which 
neither of the two causes depends on the other, it seems to be conceivable that 
the former provides an appropriate model for mental causation. Indeed, the 
only reason to deny that mental causes systematically overdetermine their 
effects presupposes that overdetermination is always autonomous. Indeed, 
a large-scale “systematic coincidence,” without any basis in mutual depend-
ence or in relation to a third factor, is certainly not plausible. Bennett (2003) 

54 Kim (1998, 52–53) objects to Block (1990) for failing to distinguish between 
overdetermination by independent causes, not a plausible hypothesis in this case, and 
overdetermination by causes that are not independent. To exclude this possibility, Kim appeals to a 
“causal inheritance principle” (54), according to which the “two causes” in reality are a single cause 
conceived of in two ways, respectively by a first-order concept and by a second-order concept.
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defends what she calls “compatibilism”: that is, the thesis according to which 
the causal efficacy of a mental property M is not “excluded” or “pre-empted” 
but perfectly compatible with the causal efficacy of the underlying physical 
property P. She writes that, “if a mental cause is efficacious in bringing about 
some effect, the only physical causes that are also efficacious in bringing about 
that effect are ones that necessitate the mental cause” (2003, 487).55 However, 
none of these authors considers the possibility that, in certain situations, the 
mental cause might be an indispensable component of what is causally re-
sponsible for some physical fact P* concerning the subject’s body at t*. This 
would be the case if the evolution of the underlying neural state were chaotic 
in the sense of systems theory. In this case, there is a time t earlier than t*, 
such that in principle there is no knowable neuronal state P at t, which could 
be used to explain P* deductively. The mental cause would be necessary — 
possibly together with the neuronal state — to explain the bodily movement 
in question.

To draw a metaphysical conclusion — that the state P* of all the parts of 
the system at t* is not causally determined by the state P of all the parts of 
the system at t — from the impossibility of long-term prediction in a chaotic 
system, two presuppositions have to be made. The first concerns the interpret-
ation of the notion of causal determination. As we saw earlier (Chapter 5.2), 
causal relationships can be analyzed at two levels.

1. Causal relationships can be conceived of as relationships be-
tween particular events, where “particular” is taken to mean 
a concrete object or event with many properties. We assume 
that causation is based on the transmission of a quantity of 

55 According to Pereboom and Kornblith,

the psychological explanation of an event does not compete with its physical counterpart because 
the mental causal powers referred to in the psychological explanation are wholly made up of the 
physical causal powers referred to in the physical explanation. Hence, the claim that a bit of behavior 
was caused by certain mental states is not an explanation which competes with the physical account 
which underlies it, any more than the claim that I secured ice-cream with cash competes with the 
claim that I secured ice-cream with bits of paper and metal. (1991, 143–44)

The analyses by Pereboom and Kornblith, Bennett (2003), and Witmer (2003) try to rescue the causal 
efficacy of mental properties by construing them as physical properties “otherwise conceived.” I 
have analyzed this strategy, which is also that of Kim, Jackson, and Chalmers, in Chapter 2. I will 
come back to it later in this chapter.
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energy (or some other conserved quantity) from one event to 
the other.

2. However, in most contexts in which we are interested in 
a causal relationship, in particular in the context of scientif-
ic explanation, we conceive of causation in terms of certain 
well-defined properties of events: for example, we do not just 
want to establish that there is a causal relationship between 
two successive episodes in the life of an organism learning 
an association by classical conditioning. Instead, the aim is 
to understand a fact F2 about the organism at time t3 after a 
learning episode, as a function of a fact F1 about the learning 
episode, so that F1 is causally responsible for F2. F2 might be the 
fact, for example, that the associative strength VA between a 
conditioned stimulus (A) and an unconditioned stimulus (US) 
increased by DVA during a conditioning episode in which the 
subject was exposed, at t1, to a stimulus consisting of A and 
X, before being exposed, at t2 immediately following t1, to the 
US. According to Rescorla and Wagner (1972), what is causally 
responsible for F2 is a fact that relates to the cognitive system 
at time t1 and to the learning episode that takes place between 
t1 and t2: F1 relates to the associative strengths VA and VX of 
stimuli A and X before the conditioning episode and various 
parameters. F1 causally determines F2 by means of a law, ac-
cording to which the change in associative strength is equal to 
DVA = aA b (l – VAX), where l is the maximal strength of asso-
ciation that can be obtained with the US, aA and b are “learn-
ing rate parameters” (Rescorla and Wagner 1972, 76), aA being 
specific for the A and b for the US, and VAX is the combined 
associative strength of stimuli A and X at t1, with VAX  = VA + 
VX. We can interpret the causal determination of F2 by F1 in 
an ontological way: the associative strength after the learning 
episode is independent of our knowledge about and descrip-
tions of these facts. To interpret this second aspect of the caus-
al relationship, we can start from the deductive-nomologic-
al analysis of causal explanation: to explain F2 causally is to 
produce a deductive-nomological argument of which F2 is the 
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conclusion and whose premises contain the initial condition 
F1 as well as a certain number of statements of laws of nature. 
From a realist perspective, we can infer that, for this causal 
explanation to be true, there must exist facts F1 and F2 and 
laws N expressed by the nomological statements, such that F1 
is causally responsible for F2, given the laws N.56

The second presupposition concerns the interpretation of indeterminacy 
in a chaotic system:57 not only is it epistemic, but also it has an ontological in-
terpretation. When it comes to determining the value of a measurable quan-
tity in a physical system that takes its values in a continuum, we cannot at-
tribute any empirical meaning to the hypothesis that this quantity has a value 
known with absolute precision. We might suppose that measurable quantities 
nevertheless objectively possess values of infinite precision. If we assume 
determinism, then the evolution of a system is objectively determined with 
infinite precision within any arbitrary time. However, the state of a physical 
system at time t can only be known, even in principle, with finite precision. 
If the system is chaotic, then for any finite precision or margin of error there 
is some time t* in the future such that the state of the system after t cannot 
be determined with a precision within that margin. Therefore, if we consider 
states that can be known at least in principle, then such knowable-in-princi-
ple states of the system at t do not determine knowable-in-principle states of 
the system for times after t*.

3.4.3. The Refutation of Scenario (3)
Against scenario (3), Kim offers three arguments. First, “given the simultan-
eity of the instances of M and P respectively, it is not possible to think of the 
M-instance as a temporally intermediate link in the causal chain from P to 
P*” (1993c, 207). However, this argument makes it possible to refute scenario 
(3) only within the framework of the traditional theory — which we reject 
— according to which all determination is causal. Kim’s observation that P 

56 For a defence of this analysis of causation, see Kistler (1999b, 2006a, 2006d).
57 I limit myself here to the consideration of classical chaos. Taking into account quantum 

mechanics, which predicts the existence of absolute limits to the precision of measurements, 
according to so-called uncertainty relations, raises problems beyond the scope of this book.
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cannot be a cause of M is correct. However, this does not refute schema (3) as 
such, only one of its possible interpretations. It refutes

(3a) P causes P* by causing M.

But it leaves open the possibility that

(3b) P causes P* by determining in a non-causal manner prop-
erty M, which causes P* by virtue of a psychophysical causal 
law,

correctly represents the situation.58 (3b) is equivalent to the first interpreta-
tion of hypothesis (1). Kim neglects this possibility because he follows the em-
piricist tradition according to which there are only two ways that properties 
M and P can be nomologically correlated: either by a causal law or by identity. 
After objecting to Searle’s conception of the relationship of P to M as a causal 
relationship, Kim concludes that the only alternative that avoids the problem 
of overdetermination is the hypothesis that they are identical (1998, 48).

The second argument against scenario (3) is as follows: by virtue of an 
“inference to the simplest explanation”59 that Kim has already followed in 
arguing against hypothesis (1), the assumption that scenario (3) describes 
the situation correctly must give way to the simpler explanation according 
to which P causes P* without any intervention by M. However, this explana-
tion, whose greater simplicity is indeed undeniable, works only if “there is an 
appropriate law connecting P-instances with P*-instances” (Kim 1993c, 207). 
The existence of such a law is not guaranteed a priori. Kim argues that the 
principle of closure of the physical domain guarantees the existence of a pure-
ly physical causal relationship between P and P*. According to this principle, 
every physical event has a complete physical cause at every instant preceding 
it. Applied to P*, this principle guarantees the existence of a complete physic-
al cause at the instant of M, namely P.

Kim’s third argument refutes scenario (3) by arguing that it is inadequate 
by virtue of “the problem of causal-explanatory exclusion” (1993c, 207).60 If 

58 This possibility is also considered by Marras (2000); Crisp and Warfield (2001); Jacob 
(2002).

59 Kim himself does not use this expression.
60 Kim (1989b, 1990). According to Schröder, “the place for downwards causation is the 

relatedness of the parts” (1998, 446) of a system. Like Kim, Schröder defends the thesis that the 
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there is a causal determination relationship between P and P*, then the causal 
explanation that it makes possible “excludes” the adequacy of scenario (3). 
By virtue of causal-explanatory exclusion, two complete causal explanations 
cannot coexist in parallel, at least not systematically. Several objections can be 
raised against this argument. First, the physical parts of the brain that possess 
P and M have physical properties; however, the hypothesis of the existence 
of a purely physical law connecting P and P* begs the question against my 
hypothesis according to which the physical properties P have causal effects 
only through the intermediary of the global properties that emerge during 
their interaction, which can be mental properties M. Second, even if a law 
P → P* exists alongside the law M → P*, the conclusion that M lacks causal 
efficacy still depends on the controversial thesis that there is no systematic 
overdetermination of events that have a mental cause. Third, the appeal to 
simplicity does not in itself settle the matter one way or the other. Even if an 
explanation of P* in terms of P were possible, it seems to be plausible that 
it would be far more complex than the explanation that appeals to M and 
the psychological law M → M*. Rather than justifying Kim’s conclusion, the 
appeal to the simplicity of explanation provides a strong argument for the 
realism of the mental properties (see Rey 1997).

It is interesting to compare my critique of Kim’s argument with a sugges-
tion by E.J. Lowe for making the principle of physical closure compatible with 
the causal influence of the mind on the physical world. Lowe shows that the 
causal inefficacy of the mind can be concluded only from the assumption that 
all physical events, at every instant preceding them, have a sufficient physical 
cause.61 However, a weaker principle according to which “every physical state 
has a fully sufficient physical cause” (Lowe 2000b, 30) is compatible with a 

overall capacity of the system cannot be the cause of the system’s evolution, for the reason that this 
role is played by the relational properties of the parts (mentioned in the premises of the synchronic 
explanation of higher-level properties). While acknowledging that interactions among the parts can 
determine the evolution of the system, Schröder excludes the possibility that this determination 
necessarily involves the synchronic determination of the overall properties of the system. “It is not 
the influence of a macro-property itself, but of that which gives rise to the macro-property, viz., 
the new relatedness of the parts” (1998, 447). Schröder’s thesis that no emergent macroproperty 
of a system is causally efficacious, only the “relatedness” of its parts, has the consequence that all 
macroproperties are epiphenomenal, whereas Kim (1997b, 1998) is concerned to limit this verdict 
to mental and other “functional” properties. See below.

61 Lowe (2000b, 29–32). See also Papineau (1993, Chapter 1); Lowe (1996, 2000a). In fact, 
Lowe uses a weaker principle compatible with the existence of events that have no cause. In his 
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dualist interactionist conception62: even if P* has a sufficient physical cause at 
some moment that precedes it, say P, it is possible that the causal chain from 
P to P* passes through intermediate mental steps. In the scenario considered 
by Lowe, P (at t1) causes M (at t2), which causes P* (at t3). He explicitly states 
that this scenario fits in well with the emergentist thesis (in the sense of dia-
chronic emergence, which has it that the evolution of the human mind began 
with a purely physical state (P) and begins, at some moment, to give rise to 
mental states M that can then influence physical states (P*). The problem with 
this scenario — which Lowe does not consider — is that it seems to lead back 
to the difficulty highlighted by Kim. It seems to be difficult to admit that 
the physical processes between P and P* are, so to speak, interrupted at the 
physical level: for someone following the evolution of the brain on a purely 
physical or neurophysiological level, the influence of M on P* would appear 
to be a mysterious intrusion.

Conversely, my way of reconciling the causal efficacy of mental prop-
erties with the causal closure of physics does not encounter this difficulty. 
Unlike Lowe’s scenario, my suggestion is that an event with property P causes 
an event with P* without making the dualist hypothesis that some events in 
the intermediate causal chain are purely mental.

The contribution of M might be indispensable from the point of view 
of causal responsibility. The event that has M also has physical properties P. 
However, there might be no law at the physical level according to which P 
directly determines P*. Rather, P makes M emerge as a global property of the 
person, by virtue of the interactions between the parts of the system (where P 
is a micro-based property determined logically by the properties of the parts 
of the system and their relations). Causal responsibility for P* is shared be-
tween P and M; there is a psychological ceteris paribus law that imposes on 
the system at the moment of the event P*/M* the constraint of possessing the 
property M*. It is the state P that determines which one of the possible physic-
al situations that give rise to M* is realized. Similar scenarios are scientifically 
plausible in many contexts that do not involve mental causation.

formulation, “at every time at which a physical state has a cause, it has a fully sufficient physical 
cause” (2000b, 27).

62 Lowe (1993, 1996) uses mental causation to argue in favour of interactionist dualism. I 
submit his argument to a critical analysis in Kistler (2005b).
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As I have pointed out above, the state of a physical system can be known 
only with finite precision. Even with perfect knowledge of the laws governing 
the dynamics of a chaotic system, the best available knowledge of the state 
at t is not sufficient for deducing the state of the system for times later than 
t* with arbitrary precision. If we ask for the causally responsible state for the 
state P* of the air molecules above Paris at t*, specified with some margin of 
error, then there is always some time t earlier than t*, such that there is no 
description of the state of the air molecules at t precise enough and knowable 
in principle that would be sufficient to predict P* with a precision that lies 
within that margin of error. In this sense, if the state P* at t* is given with 
some finite precision, then there is no knowable-in-principle state at t causally 
responsible for P*.

From his refutation of the first three scenarios, Kim concludes that (4) 
describes the situation correctly. This scenario presupposes — as does scen-
ario (2), the argument that Kim offers against scenario (1), and the second and 
third arguments that he offers against scenario (3) — that there is a law and 
therefore a direct causal determination relationship between P and P*. Kim 
justifies this presupposition with a principle that he considers to be part of 
“the natural picture for the layered physicalist world” (1993c, 208). According 
to this principle, “all causal relations are implemented at the physical level, 
and the causal relations we impute to higher-level processes are derivative 
from and grounded in the fundamental nomic processes at the physical level” 
(208). According to an equivalent version of this principle, which express-
es it in terms of the causal powers of properties, “if M is instantiated on a 
given occasion by being realized by P, then the causal powers of this instance 
of M are identical with (perhaps, a subset of) the causal powers of P” (208). 
However, this “causal inheritance principle” (Kim 1998, 54) applies only to 
mental properties if we accept the eliminativist and apparently paradoxical 
assumption (developed in Kim 1998) that there are no mental properties: in 
fact, according to Kim, there are only physical properties but two kinds of 
concepts. Physical concepts correspond directly to properties (physical prop-
erties, but this specification is redundant since there are only physical prop-
erties), whereas mental concepts are second-order concepts that designate 
physical properties by means of quantification.

I will analyze this conception in a moment. My aim is to defend the 
plausibility of scenario (3b) — equivalent to the second interpretation of 
scenario (1) — by showing, contrary to Kim, that the relationship between 
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first-order properties and second-order concepts of these properties is not an 
adequate model of the relationship between physical properties and mental 
properties. The causal inheritance principle is plausible only in the context 
of the assumption that the relationship between the physical and the mental 
is equivalent to the relationship between first- and second-order predicates. 
Without the causal inheritance principle, Kim has no argument for his claim 
that, at each instant preceding the event e that is P*, there necessarily exists a 
physical fact, that c is P, such that there exists a physical law between P and P* 
and therefore a relationship of causal responsibility that makes it possible to 
explain and predict P* at the physical level on the basis of P.

4. Mental Properties or Physical Properties Conceived 
with Mental Concepts?
According to Kim, there are, strictly speaking, no mental properties. What we 
mistake for mental properties are mental concepts that apply to physical prop-
erties. If this thesis is correct, then the issue of the downward causal influence 
of mental properties no longer arises: there are no such mental properties 
with causal powers.

Kim’s suggestion would solve the general problem of downward causa-
tion only if all higher-level properties could be construed as functional prop-
erties. Kim himself (1997b, 1998, 84–85) denies that mental properties belong 
in this respect to the same category as other macroscopic properties. On the 
contrary, he insists on the importance of the difference between two distinc-
tions: on the one hand, the distinction between the macroscopic properties 
of a complex object and the microscopic properties of its parts; on the other 
hand, the distinction between the first-order properties — microscopic or 
macroscopic — of a given object and the functional properties of that object. 
What appear to be functional properties are really just second-order con-
cepts (expressed by second-order predicates) that quantify over first-order 
properties.

Like any first-order property, macroproperties of macroscopic objects 
have causal powers, which can differ from the causal powers of the properties 
of the objects’ parts. There is no principle equivalent to the causal inherit-
ance principle that would deprive macroproperties in general of any proper 
causal efficacy, over and above that of the microproperties from which they 
emerge. The emergentist thesis, according to which mental properties are 
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macroproperties, makes downward causation, as in scenario (3b), conceiv-
able. Each instance of P determines an instance of M, thanks to a non-causal 
law of composition. If M is causally responsible for P* thanks to a causal law, 
possibly in conjunction with property P underlying M, then we have a case of 
downward causation.

Conceiving of mental properties as macroproperties of macroscopic ob-
jects, in an analogy with physical, chemical, or biological macroproperties 
that emerge by virtue of non-linear laws of interaction that apply to the prop-
erties of their parts, makes their causal efficacy conceivable. Let us take the 
example of a laser, which has emergent causal powers. First and foremost, it 
has the power to emit coherent light (i.e., light whose components are all in 
phase). A laser causes a beam of extremely monochromatic light; for the first 
historical laser, the ruby63 laser built in 1960, this wavelength is 6,943 Å (or 
694.3 nm). To say that this light is “extremely monochromatic” means that 
the deviations from the average wavelength of the light emitted are very small 
compared with this wavelength; in this case, these deviations are of the order 
of 0.1 Å. This phenomenon is extraordinary in that all other natural bodies 
emit radiation distributed over a broad spectrum of different wavelengths, 
which can be modelled by Planck’s law of “black body” radiation. A very 
specific configuration of atoms in the ruby crystal gives this crystal — as a 
complex object — the causal power to produce a characteristic beam of coher-
ent, monochromatic light. There is a law of composition, according to which 
a certain atomic configuration in a ruby crystal determines the structure of 
the energy levels of the electrons of the Cr3+ ions of the ruby crystal that, in 
specific circumstances,64 is causally responsible for the laser emission. This 
law is deducible, in principle, from quantum mechanics in a way analogous to 
the deduction of the stability of the H2

+ ion that we considered in Chapter 4.
To see the analogy between the structure of causal determination of light 

emission in a laser and that of causal determination by a mental property, 
let us call P the set of properties of the atoms making up the ruby crystal 
alongside their spatial relationships. Let us call C the (chemical) properties 
that belong to the crystal as a complex object and are responsible for the laser 

63 A ruby is composed of 99.95% Al203 and 0.05% Cr2O3.
64 Electrons need to be excited or “pumped” to certain of these energy levels using a 

mercury lamp that surrounds the ruby crystal.
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mechanism. C includes in particular the structure of the energy levels of the 
electrons of the Cr3+ ions, as it exists inside the crystal.

The operation of a laser is a case of downward causation from the chem-
ical level to the atomic level: P determines C by virtue of a law of composition, 
itself determined by the laws governing the interactions between the elec-
trons and protons in the crystal. According to a physico-chemical causal law, 
C has the causal power to produce, in precise circumstances, a physical effect 
P*, namely the emission of coherent, monochromatic light.

If this is indeed a case of downward causation, then it can be analyzed 
according to one of the scenarios described above to elucidate the causal rela-
tionships between mental properties M and M* and physical properties P and 
P*. The only difference is that chemical properties C take the place of mental 
properties M. The four hypotheses considered by Kim for the case of men-
tal causation correspond to four analogous hypotheses about the respective 
causal contribution of the physical properties P and chemical properties C of 
the ruby crystal in the production of laser light P*:

(1) C and P together constitute a sufficient cause of P*;

(2) C and P are two distinct sufficient causes of P*, which 
overdetermine P*;

(3) P causes P* via C;

(3a) P causes P* by causing C;

(3b) P causes P* by determining in a non-causal manner 
property C that causes P* by virtue of a chemical-
physical causal law;

(4) P causes P* directly, without any causal contribution from C.

Before examining these hypotheses, it is important to note that the produc-
tion of monochromatic light by the ruby laser is not perfectly analogous to 
the process of mental causation that I analyzed above. The effect of the laser 
— the ray of monochromatic light — is a purely physical phenomenon in 
the sense that the events that constitute it have no chemical properties. This 
makes a distinction analogous to the one that I made in my interpretation of 
hypothesis (1) inappropriate; the interpretation of (1), according to which P 
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and C act as two factors neither of which alone is sufficient to produce P*, but 
which produce P* jointly, does not hold here. In fact, in the case of the laser, 
there is no chemical law C → C* analogous to the psychological law M → M*, 
the consequence of which constitutes a constraint that limits the degrees of 
freedom of the effect P*.

The only possible interpretation of (1) is that P determines C non-causally 
and that C determines P* causally by virtue of a law C → P*. Therefore, the 
only sense in which P and C together constitute a sufficient condition for P* 
is that P is nomologically sufficient under the circumstances for P*, thanks to 
the intermediate determination of C.

Assumption (3a) is inappropriate because the determination of C by P is 
non-causal. In particular, there is no time lag between the instantiation of C 
by the crystal and that of P by all of its atomic components.

For reasons already explained, it is empirically possible that hypotheses 
(2) and (4) are also inappropriate. This is the case if there is no causal law P → 
P* at the level of atomic physics that would determine the effect P* directly, 
without passing through the chemical level C. In this case, the effect P* is not 
directly determined causally at the atomic level.

The concept of deterministic chaos allows us to understand the possibil-
ity that the evolution of a purely material system, subject only to deterministic 
laws (this is, I suppose, the case of the human nervous system), might be such 
that, if its microscopic state P* at t* is given with some finite precision, then 
there is some time t earlier than t* such that there is no knowable-in-principle 
microstate P of the system at t causally responsible for P*.

We can make the hypothesis that the brain is chaotic at the level of the 
properties of its neuronal components. However, the configuration of the ac-
tivity of neurons and their connections determines — in a non-causal way 
— a global property (in reality many insofar as there are specialized cognitive 
modules) that is mental. This property evolves according to psychological 
laws. Accordingly, the fact that the cognitive system possesses certain mental 
properties can be causally responsible for cognitive or behavioural facts. In 
my example, my thought that the noise in the street is disturbing my concen-
tration (M) leads me to make the decision to close the window (M*). More 
precisely, the fact that I have the property M at t is causally responsible for the 
fact that I have the mental property M* at t*. A causal law determines the evo-
lution of the system as a function of a global property. However, if the state of 
the set of all neurons is given with some finite precision, then for some t* later 
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than t the lawful evolution of the neurons does not determine their state at 
t* with the same precision. The state of the set of neurons at t does determine 
their state at t*, but this state is determined — at least in part — by the overall 
psychological property (or properties). In a similar way, it is indeed the set of 
atoms that makes up the ruby crystal that determines (and indirectly causes), 
in favourable circumstances, the emission of laser light, but these atoms are 
not directly causally responsible for this effect. They act in this way only by 
virtue of their interaction, which produces an overall property of the crystal: 
the structure of the energy levels of the Cr3+ ions. It is this overall property 
that regularly and causally determines the effect of the laser light emission, 
according to a causal law. In both cases, there is downward causation because 
a global property of the entire system causally determines a subsequent state 
of the system, which is situated at the level of the properties of the compon-
ents (as in the case of the laser) or which constrains the system at the level of 
the properties of its components (as in the case of mental causation).

This suggestion bears only a superficial resemblance to a conception of 
downward causation suggested by Popper. In his words, “the randomness of 
the movements of the elementary particles — often called ‘molecular chaos’ 
— provides, as it were, the opening for the higher-level structure to interfere. 
A random movement is accepted when it fits into the higher-level structure; 
otherwise it is rejected” (1977, 348). According to this suggestion, chaos 
would lead to the exploration of different types of evolution, only some of 
which conform to higher-level laws. The non-conforming courses of events 
would be eliminated, in an analogy with living beings resulting from harm-
ful genetic mutations. However, this “downward causation” brought about by 
natural selection differs from the “downward causation” that I have sketched 
above. In the case of the laser — and, as I assume, in the case of mental causa-
tion — the constraint imposed on the lower-level property by the higher-level 
property is immediate and deterministic. The application of Popper’s model 
of downward causation to physical causation would imply the existence of 
contradictory situations in nature: for a certain period of time (i.e., before 
they are eliminated), there would be molecular movements that contradict 
higher-level laws.

Another reason for rejecting the analogy with natural selection is the fact 
that the selective forces at work in natural selection do not operate directly in 
a downward fashion. An organism poorly adapted to its environment is not 
breaking any laws. The forces by which the environment eliminates poorly 
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adapted organisms are physical. It is only a question of downward causality 
in the sense that the presence of certain types of individuals can be explained 
only by higher-level laws. Campbell (1974) offers the example of the jaws of 
soldier termites, so large that they make these termites unable to feed. Their 
presence can be explained only by appealing to the laws of social organization 
through the division of labour in social species. However, this is a long-term 
explanation that does not imply any downward physical causation in the 
short term. The selection model cannot be transferred to downward causa-
tion. Microscopic movements have no “elbow room” to try out, even for short 
periods, movements that violate higher-level laws.

(3b) therefore appears to be the correct analysis. The “problem of caus-
al-explanatory explanation” does not arise because the causal determination 
of laser light operates only in a downward manner. Similarly, that problem 
does not arise in the case of mental causation. In the absence of laws that 
directly determine the neuronal state P* as a function of the previous neur-
onal state P, the causal determination of P* is partly downward. The state of 
the set of neurons and the state of their relationships (above all their synaptic 
relationships) P do not directly determine the next state, P*, of the same set of 
neurons; they determine it only through the intermediary of the determina-
tion of a global mental property M of the whole organism.

It is true that M “inherits” in a sense its causal powers from the under-
lying properties P that determine its existence. However, the metaphor of 
inheritance is itself misleading, and Kim is wrong to interpret it literally. For 
him, the “causal inheritance principle” (1992a; 1993c, 208; 1998, 54) implies 
that the donor has a property, with its causal powers, at the physical level. 
This property is transmitted unchanged to the heir (the mental level). At the 
mental level, we find the same physical property, now referred to with mental 
concepts, which has conserved its physical causal powers (Kim 2002, 674). 
According to my model, a better analogy to the influence that the physical 
level exerts on the mental level is the transmission of ideas during a confer-
ence. The speaker’s words do determine the listeners’ ideas. However, aside 
from cases in which the listener memorizes the speaker’s words identically, 
the listeners’ ideas are not identical to the speaker’s ideas.

Kim’s assertion that “higher states are to inherit their causal powers from 
the underlying states that realise them” (1993c, 208) might be true if inter-
preted in the sense of cultural inheritance: where the heir receives something 
different from what is transmitted by the donor. Kim’s “causal inheritance 
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principle” seems to be plausible only in the context of a conception of mental 
properties according to which they are physical properties conceived of by 
means of second-order concepts, which contain a quantification over these 
physical properties. Insofar as we construe the relationship between P and M 
as one of nomological determination of a property M of the organism by dif-
ferent properties of its parts — in an analogy to the determination of C by P 
in the case of the laser — it is not true that “the causal powers of this instance 
of M are identical with (perhaps, a subset of) the causal powers of P” (Kim 
1993c, 208). Neurophysiological properties P, situated at the level of neurons 
and their relationships (in particular, synaptic relationships), do not belong 
to objects at the same level as mental properties. The relationship between the 
parts and the whole is a matter of (non-causal) nomological determination 
between different properties, which is not the same as realization, a relation-
ship between different predicates referring to the same properties.

5. Conclusion
We have the intuition that our decisions, through our actions, can change the 
course of events. Philosophy alone cannot determine whether this is justified 
or illusory. Concepts alone cannot establish that the mind has causal powers 
of its own. But philosophy can determine whether this is at least conceiv-
able. Its role is to map out the conceptual terrain and indicate the questions 
that only science can answer. Chapters 3 and 4 elaborated a conception of 
emergent systemic properties that can be applied to mental properties. In this 
framework, representations and decisions — alongside other mental states, 
processes, and events — can be construed as emergent properties that, though 
determined by underlying physical properties, have powers of their own. The 
mind is not just an epiphenomenon of the brain, as seems to follow from the 
functionalist conception of mental properties. It is true that many cognitive 
concepts are functional: that is, their logical form is second-order because it 
contains an existential quantification. It does not follow, however, that the 
only efficacious properties are physical: the first-order properties over which 
the second-order functional concepts quantify can be emergent properties, in 
particular cognitive properties.

However, there are reasons to doubt that cognitive properties can be 
efficacious, even if we accept the idea that they are first-order properties. 
Physicalism — which I have accepted as the framework for my inquiry 
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— implies that all real states, processes, or events are ultimately determined 
by physical states of affairs. True, if mental properties are first-order, then 
their efficacy is no more doubtful than the efficacy of emergent non-mental 
properties, such as chemical or biological ones. But the physicalist doctrine 
according to which all properties ultimately are determined by the physical 
properties of elementary particles seems to challenge the very intelligibility 
of the causal efficacy of non-physical properties. However, we have seen that 
physicalism is compatible with a conception of complex systems in which 
their non-physical properties contribute to determine their evolution; there-
fore, such properties have causal powers of their own. Of course, philosophy 
can only establish that this is rationally conceivable. It is up to the empirical 
sciences to establish that this or that particular emergent property is real and 
subject to laws of nature.

The scenario that I have developed is as follows. The determination im-
posed on a complex system by microscopic laws governing the behaviour of 
its components is articulated with macroscopic laws. Complex systems have 
emergent properties subject to laws that constrain the system as a whole. 
However, these systemic laws do not determine its evolution at the level of 
its microscopic components. The evolution of the system at the microscopic 
level is the result of a double determination: systemic laws impose constraints 
limiting the possibilities of evolution of the components. Within the frame-
work of these constraints, their evolution is determined by microscopic laws. 
For example, the psychological law discovered by Rescorla and Wagner de-
termines the progress of learning by classical conditioning at the level of the 
cognitive system. Like other laws in the special sciences, psychological laws 
are ceteris paribus laws that apply only under very specific conditions. This 
law does not apply in exceptional circumstances; for example, brain trauma 
interrupts learning by causing retrograde amnesia. Under normal conditions, 
however, all animals capable of conditioning evolve in such a way that their 
behavioural dispositions obey Rescorla and Wagner’s law of conditioning. 
However, this law does not determine the details of the modification and for-
mation of synapses at the physiological and molecular levels. Physiological, 
chemical, and physical laws determine the precise sequence of microscopic 
changes that give rise to learning at the systemic level. Similarly, thermo-
dynamic or hydrodynamic laws determine the evolution of liquid or gaseous 
bodies at the macroscopic level without determining the microscopic evo-
lution of their components. The detailed evolution of these components is 



2595 | The Causal Eff icacy of High-Level Properties

determined by physical and chemical laws within the constraints fixed by 
macroscopic laws.

This model shows how an emergent property can exert a causal power 
of its own. It can contribute to determine the evolution of the system with-
out calling into question either the principle of causal closure of the physical 
domain or the principle of causal-explanatory explanation. Let us consider 
the latter principle first. If system s has an emergent property G* at t*, then 
there are generally two ways of fully explaining G*. G* can be the conclusion 
of two kinds of deductive-nomological arguments. G* can be explained in 
a non-causal way, on the basis of laws of composition and microstructural 
properties P* that the system possesses at t*, and G* can be explained causally, 
by dynamic laws based on the properties that the system possesses at t, some 
time earlier. In accordance with the principle of causal-explanatory exclusion, 
there is only one complete causal explanation of G*. However, there is no rea-
son to accept the stronger “principle of explanatory exclusion.” Even if the 
causal explanation of G* on the basis of the state of the system at t is complete, 
there can be another complete explanation of G* that is non-causal. This is the 
explanation of G* by the microscopic state P* of the system at time t*.

The existence of emergent properties, sources of downward causal deter-
mination, might also seem to be incompatible with the physicalist principle 
of the causal closure of the physical domain. According to this principle, the 
physical state P* of any system at a given instant t* is determined, with respect 
to any instant t prior to t*, by its physical state P at t. My model is compatible 
with this principle. Let us assume that P* is causally determined partly by 
emergent properties G (and macroscopic laws) that the system possesses at t 
and partly by microscopic properties P that it possesses at t. Even if G makes 
an essential contribution to the causal determination of P* (and G*), ultim-
ately it is the physical properties P of the system at t that determine P* (and 
G*). P directly determines, in a non-causal way, the emergent properties G, 
which then contribute — in the way indicated above — to determining the 
state of the system at t*. It therefore appears that physicalism, which requires 
all determination ultimately to be physical, is compatible with the existence 
of emergent properties having causal powers of their own. The state of some 
complex systems is only indirectly determined causally by their previous 
physical state: causal determination is achieved through emergent properties 
and systemic laws constraining the evolution of these emergent properties.
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Conclusion

The main objective of my inquiry has been to assess the intuition that our 
minds are real, in the sense of being able to intervene causally in the course 
of natural events. I have constructed a conceptual framework that enables us 
to justify the conviction that cognitive properties are real. It is unavoidable to 
express myself in such a cautious way because we have seen that conceptual 
work is not sufficient on its own to establish the reality of cognitive proper-
ties. I will have achieved my goal if I have shown that it is conceivable that the 
mind is real in the same way as the human body or any other material object.

It might seem surprising to devote so much effort to justify such a modest 
conclusion. Indeed, nothing seems to be as certain to common sense as the 
reality of the mind. Similarly, in the philosophical tradition, the reality of the 
mind is often considered to be at least as certain as that of material objects. 
However, the enormous success of science in the systematic explanation of 
natural phenomena gives us solid reasons for considering the reality of matter 
to be established with certainty. More precisely, the doctrine that I have pre-
supposed in this inquiry, and that has provided the metaphysical framework 
for my analysis, is “physicalism.” This term is preferable to “materialism” be-
cause it better reflects the rational basis for the choice of this metaphysical 
framework. That the various scientific disciplines, and above all physics as the 
fundamental science, are concerned with material objects and their properties 
is something that we have discovered empirically. It could have been that the 
scientific theories most successful in explaining and predicting phenomena 
are theories of mental phenomena. Physicalism is the metaphysical doctrine 
according to which science as a whole reveals what exists. The unification of 
the different scientific disciplines, which has played an important role in our 
thinking about the place of the mind in nature, gives physics a foundational 
place: scientific research gives us strong reasons to believe that the objects 
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of sciences other than physics are composed exclusively of physical parts. 
The results of sciences such as chemistry and biology give us every reason to 
believe that chemical substances and living beings are composed exclusively 
of physical parts. Vitalist doctrines, according to which living beings also 
contain non-material components, such as élan vital or entelechy, have been 
refuted.

Physicalism results from the choice of science as a guide to ontology. Of 
course, science cannot refute skepticism; in other words, it cannot demon-
strate the reality of the objects and properties that it investigates or of the 
laws that it discovers. Even less so can it demonstrate that what is not the 
subject of any science is not real. Finally, history shows us that the sciences 
are not immune to changes, sometimes radical, that lead to upheavals in the 
entities, objects, and properties in whose existence science gives us reason 
to believe. Therefore, it would be unreasonable to expect science as it stands 
today to give us definitive information about what exists. Certain substances, 
such as the phlogiston of medieval alchemy and the ether of pre-relativistic 
physics, have been eliminated from the set of entities for whose existence sci-
ence is “ontologically committed,” to use Quine’s (1948) expression. Others 
have joined the set of objects or properties in whose existence science gives us 
reason to believe, such as quarks and the strong interaction force of nuclear 
physics, the olinguito (Bassaricyon neblina), a mammal discovered in 2013 in 
South America, or iconic memory, discovered during cognitive psychology 
experiments in 1960.

With regard to the particular limits of scientific knowledge, physical-
ism is a more cautious metaphysical doctrine than traditional materialism. 
Instead of adopting the dogmatic position that “everything that exists is ma-
terial,” physicalism holds, first, that all objects that exist are either among 
the objects studied by physics or composed exclusively of objects studied by 
physics and, second, that all real properties are either among the properties 
studied by physics or reducible to them.

The debate about the reality of the mind revolves around the question 
of the reducibility of psychological laws. Property dualists and eliminativists 
maintain that these laws are irreducible. However, they do not agree on the 
conclusion to be drawn from this thesis. Dualists conclude that the irreducib-
ility of psychological laws and the mental properties to which they relate shows 
that psychology is indeed an autonomous science that could never be replaced 
by neuroscience. Eliminativists conclude that the irreducibility of the mind 
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demonstrates the radical falsity of psychological statements, at least as far as 
common-sense psychology is concerned. This falsity entails the non-existence 
of the properties to which its predicates seem to refer. Reductionists rely on 
the successes of cognitive neuroscience to argue that at least some cognitive 
abilities, such as long-term memory, are reducible to neuroscience and maybe 
even to biochemistry. Here again, however, it is possible to draw very different 
conclusions. Reductionists such as Schaffner (1993) and Bickle (2003) argue, 
against eliminativism, that the reduction of a cognitive property establishes 
its reality. But their conception of reduction leads them to deny that reduced 
properties have a reality distinct from the reducing properties: according to 
these authors, reduction shows that the reduced property is identical to the 
reducing properties. It is only insofar as the fixation of memory is identical to 
a neurophysiological (or biochemical property) that we are justified in con-
sidering it real. On the contrary, I have defended the thesis that the reduction 
of a property does not imply its identification with a property at the reducing 
level. In particular, I have shown that it is possible to reduce multi-realizable 
properties. Systems of different physical natures can possess a property such 
as temperature or the ability to learn by conditioning. Since different proper-
ties can give rise to a given emergent property, it cannot be identical to any of 
the reducing properties.

The whole debate on the reality of properties outside the realm of funda-
mental physics, and in particular on the reality of mental properties, presup-
poses a fundamental conviction that also motivates the adoption of physic-
alism. Dualism, eliminativism, and reductionism all agree in accepting the 
thesis that science is the ultimate judge of what is real, regardless of whether 
or not they support the identity of reduced and reductive properties. Thus, 
what justifies considering cognitive properties as real is the discovery of laws 
of nature that relate to these properties. Insofar as Rescorla and Wagner’s 
(1972) law describes a regularity in the dependence of the increase in asso-
ciative strength between a conditioned stimulus and a response on differ-
ent parameters — such as the salience of the unconditioned stimulus or the 
strength of association already present — we are justified in believing that 
learning by conditioning really exists as a cognitive process. The same applies 
to the properties of such learning, such as the increase in the strength of asso-
ciation as a function of the number of exposures to the stimuli.

The physicalist conviction rests on the observation of the progressive uni-
fication of the sciences. This is achieved largely through reductions between 
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theories that study phenomena at different levels. The nature of reduction is 
controversial, and the first two chapters of this book were devoted to its de-
tailed analysis. The model that I have developed is the result of a synthesis 
of two conceptions of reduction. From Nagel’s (1961) model, I have kept two 
theses. First, the reduction of a property involves deducing the laws that apply 
to it. For example, the reduction of temperature involves deducing the laws 
of thermodynamics that relate temperature to other macroscopic quantities, 
such as pressure or entropy. Second, this deduction necessarily involves laws 
of composition, which play the logical role of Nagel’s “bridge laws” or “linking 
principles.” Analysis of the reductions accomplished in the history of science 
shows that these laws of composition are not derived a priori from knowledge 
of the reducing level alone. The laws of composition are always constructed 
on the basis of prior knowledge of the two theories unified by the reduction. 
The laws of thermodynamics were not discovered on the basis of the laws of 
classical mechanics; they were first discovered on the basis of the observation 
of macroscopic phenomena: that is, in the context of research carried out at 
their own level independently of any consideration of the microscopic level. 
Similarly, the laws of learning by classical conditioning were first discovered 
by investigating the regularities observable at the level of cognitive systems 
— both animal and human — without regard to their microscopic neuronal 
and molecular constituents. It was only once the theory of macroscopic phe-
nomena had been developed that the search began for regularities among the 
microscopic components of the objects of macroscopic theory — regularities 
that could serve eventually as premises in a deduction of macroscopic laws.

It might be objected that this is merely a matter of the contingent order 
of the acquisition of knowledge and does not contradict the thesis contained 
in the CHB reduction model (named after Churchland, Hooker, and Bickle), 
according to which the deduction of macroscopic laws can be achieved in 
principle merely by the conceptual analysis of a microscopic description. I 
have provided two responses to this objection. First, it seems to be convin-
cing only insofar as ontology is not clearly distinguished from epistemology. 
On the ontological level, the physicalist framework of my investigation guar-
antees that macroscopic phenomena and laws are determined exclusively by 
microscopic states of affairs and the laws that apply to them. However, the 
difference between the CHB thesis and the thesis that the laws of composition 
are discovered only through knowledge of the laws at the macroscopic level 
is epistemic. Once this distinction has been made clearly, the applicability 
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of the CHB model presupposes a possibility in principle that does not cor-
respond to any historical reality: that of deducing a priori, from knowledge 
of the microscopic level alone, all of the laws of the macroscopic level. The 
thesis that this is possible in principle cannot be refuted directly; however, the 
burden of proof is on those who claim something to be possible that has never 
been achieved. Second, I proposed that there are cases of historical reduc-
tions in which the laws of composition include a part irreducible to the laws 
governing microscopic phenomena. The concept of an ensemble in the sense 
of Gibbs (1902) has no equivalent in the microscopic description of gas mol-
ecules. Without this concept — or others just as irreducible to the molecular 
level — it is impossible to deduce the macroscopic laws of thermodynamics. 
Macroscopic quantities such as temperature can be deduced only from the 
average of the squares of the velocities of all molecules. However, the average 
over time corresponds only to a real property of the system if that system is in 
equilibrium. Moreover, it is impossible to derive the fact that the system is in 
equilibrium from knowledge of the microscopic level alone.

My synthetic model of reduction also takes into account an important 
criticism of Nagel’s (1961) model of reduction. Research on historical reduc-
tions has shown that a reduction is generally accompanied by corrections to 
the reduced theory. These corrections are even the main motive for the search 
for reductions. To account for the difference between the theory shown to be 
deducible from the reducing theory, and the reduced theory as it was before 
the reduction, Schaffner (1967) introduced the concept of positive analogy: 
the theory TR* that can be deduced from the reducing theory TB is not iden-
tical, but only structurally analogous, to the reduced theory TR. The CHB 
model takes account of the difference between the theory that needs to be 
reduced, TR, and the theory TR* that can be deduced from the reducing theory 
TB. But the CHB model accompanies the recognition of this difference with a 
thesis that I have rejected: according to the CHB model, the deduction of TR* 
from TB is a case of intratheoretical deduction insofar as this deduction does 
not require any concept or principle external to the reducing theory TB. The 
analogous relationship between TR and TR* then becomes the only intertheor-
etical part of the reduction.

According to the synthetic model of reduction that I have offered, it is 
generally necessary to use laws of composition that cannot be derived a priori 
from the reduction theory TB alone. Therefore, contrary to the CHB thesis, 
the deduction of TR* from TB is not intratheoretical in TB since it presupposes 
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knowledge of TR and sometimes requires recourse to new principles found 
neither in TB nor in TR. My synthetic model also recognizes — following 
Schaffner and the CHB model — that deduction from TB and the laws of 
composition generally leads to a theory TR* analogous to, but not identical 
with, the theory TR that is the target of reduction.

The reduction of a systemic property is based above all on the discov-
ery of a law of composition that determines that all complex objects with 
a certain structure necessarily possess this property. This discovery makes 
it possible to integrate the property into the system of scientific knowledge, 
the best way of justifying its reality. However, I have found reasons to con-
test the thesis defended by Causey (1977) and Schaffner (1993) according to 
which the reduction of a property leads to its identification with properties, or 
functions of properties, of the reductive theory. A property of a macroscopic 
object cannot, for logical reasons, be identical to properties of its microscopic 
components. The only properties with which it is logically possible to identify 
a systemic macroscopic property of a complex object are “structural” prop-
erties (Armstrong 1978) that Kim (1998) calls “micro-based properties.” A 
complex macroscopic object has such a micro-based property on the mere 
logical basis that it has a number of parts p1, p2, . . ., pn, each with a number 
of properties P11, P12, . . ., P21, . . ., Pnm, and that there are spatial relationships 
R among these parts. We have seen that the conditions for the existence of 
such a micro-based property are not sufficient to guarantee it a real existence 
in the sense of having causal powers of its own. Indeed, insofar as the exist-
ence of nomic interactions among the parts is not required, the mereological 
whole made up of my left shoe and your right shoe, or the mereological whole 
made up of the left hemisphere of my brain and the right hemisphere of your 
brain, have such micro-based properties. But in the absence of the relevant 
interactions, they have no real properties, in the sense of causal efficacy. No 
cognitive property emerges from the mereological whole made up of my left 
cerebral hemisphere and your right cerebral hemisphere. However, when the 
parts of such a mereological whole interact, it is possible that real systemic 
properties emerge that are qualitatively different from the properties of the 
parts. The laws of interaction between the atomic components of the hydro-
gen molecule give rise to the stable structure of the molecule. The laws of 
interaction that govern the interaction between the neurons and neuronal 
networks in my brain give rise to the thoughts that I am in the process of 
transcribing onto paper. If the interaction gives rise to a whole with emergent 
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properties, then we can say that the emergent property is determined in a 
non-causal way by a “law of composition.”

My analysis has shown that the notions of reduction and “level of reality” 
are crucial for physicalism. These notions are indispensable for reconciling 
the thesis that the microphysical level determines all real states, processes, 
and events, with the reality of entities that are not microphysical, where “real-
ity” means that these entities have causal powers of their own. Physical states 
of affairs determine other levels of reality but only by means of laws of com-
position that sometimes cannot be reduced to microscopic laws alone — as in 
the case of the thermodynamic hypothesis of equilibrium — and that gener-
ally cannot be derived a priori from knowledge of the microscopic level alone. 
We can understand the relationship among the different levels of reality only 
on the basis of knowledge acquired through observations and experiments 
conducted at all levels.

But the notion of levels of reality would not be fully justified if it were 
only a question of classifying phenomena as objects of knowledge. The thesis 
that levels of reality really exist, and are not just an effect of perspective gen-
erated by our fragmented approach to reality, can be justified only within 
the framework of a doctrine of emergence. Chemical phenomena have their 
own reality and their own causal powers in relation to microphysical causal 
powers only insofar as they are objectively different from microphysical phe-
nomena. My analysis of the notion of emergence in Chapter 4 has enabled us 
to give this notion an ontological meaning that allows us to account for the 
qualitative difference between the phenomena that make up the different lev-
els of reality. Interactions among objects belonging to a given level lead to the 
appearance or “emergence” of complex objects with properties qualitatively 
different from those of their components. These qualitatively new properties 
justify the idea that the complex objects that possess them form a level of 
reality that differs from that of their parts. Atoms occupy a relatively funda-
mental level of reality. The interactions among atoms described by quantum 
physics give rise to molecules and macroscopic objects, in particular solid 
bodies. Solid bodies possess many new properties that the atoms of which 
they are composed do not: solids are hard or malleable, transparent or opaque 
and coloured, whereas atoms cannot have any of these properties.

Living things occupy another level that seems to be clearly distinct in 
its characteristic properties. Living things organize and reproduce them-
selves, whereas their components do not. There can be controversy about 
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the delimitation of the different levels characterized by specific properties. 
Here again the main way of overcoming these controversies is scientific: 
the existence of a level gives rise to a set of specific phenomena that are the 
subject of a specific science. The very existence of chemistry attests to the 
fact that there is a set of specifically chemical phenomena as well as a set 
of regularities that chemistry takes into account. Similarly, the existence of 
biology gives us reason to believe in the existence of a level specific to living 
beings and their properties. Finally, the existence of psychology gives us rea-
son to believe in the existence of a level specific to cognitive systems and their 
properties. Controversies can arise from the difficulty of judging the status 
of different subdisciplines and their specific objects and properties: we can 
debate whether plants, fluids, and atmospheres of planets constitute separ-
ate levels, because they are the subject of botany, a subdiscipline of biology, 
and hydrodynamics and meteorology, subdisciplines of physics. Of course, it 
is also essential to accompany our judgment of the existence of a level with 
the prudent precaution that the history of science teaches us: subdisciplines 
and even main scientific disciplines appear and disappear. Thus, we have rea-
son to believe in the existence of a psychological level of reality only since 
the birth of scientific psychology in the nineteenth century. The analysis of 
the concept of reduction also shows that the reduction of the properties and 
theories of one level to the properties and theories of lower levels often leads 
to the appearance of a new discipline that appears to be hybrid from the point 
of view of the disciplines existing before the reduction. The reduction of an 
elementary part of chemistry to physics gave rise to physical chemistry; the 
reduction of certain cognitive abilities to neuroscience gave rise to cognitive 
neuroscience. It is only by looking back in the long run that we can hope to 
make a well-founded judgment of the nature of the levels that correspond to 
these sciences.

Fortunately, it is not necessary for us to enter into these controversies 
and answer these difficult questions. I have achieved my goal if I have suc-
ceeded in making cognition and cognitive properties appear as occupants of 
a distinct level of reality, in the same way as chemical and biological objects 
and properties. It is from this general perspective that I have answered the 
question of whether cognition and its properties are “nothing other” than 
physical objects and properties and in what sense. Are cognitive phenom-
ena mere physical phenomena conceived differently, with a different concep-
tual apparatus, as is claimed by the a priori implication thesis examined in 
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Chapter 2 and defended for mental phenomena other than qualia, among 
others, by Chalmers (1996), Jackson (1998), and Kim (1998)? Are there mental 
phenomena that, conversely, are irreducible (both conceptually and empir-
ically) to physical states of affairs and laws, as these authors maintain that 
qualia are? I have shown that negative answers to these two questions are 
at least consistent. It is conceivable that cognitive properties emerge from 
neurophysiological properties, so that they constitute their own level of real-
ity with their own laws and causal powers, in the same way as chemical and 
biological properties. It is up to psychology, neuroscience, and especially the 
new science “between levels” — cognitive neuroscience — to show whether 
this conception really corresponds to the relationship between our minds and 
our brains.

We might consider construing levels of reality in terms of causal inter-
actions: we might consider defining a level as the set of objects with which 
a given object, or a given kind of object, is capable of causal interaction. In 
a similar way, we might consider defining the characteristic properties of a 
level as the set of properties that enter into relationships of causal responsib-
ility. Atoms interact primarily with atoms; macroscopic objects, such as our 
bodies, interact primarily with other macroscopic objects. However, this cri-
terion does not lead to a clear delimitation of distinct levels because there are 
causal relationships between entities that intuitively belong to different levels. 
When a subject perceives, in a psychophysical experiment, an isolated photon 
absorbed by her retina, an elementary object, the photon, causes a cognitive 
effect situated at the level of the person. It therefore seems to be more sensible 
to ground the concept of level of reality on the existence of a set of properties 
that is the subject of a specific science and integrated into a set of laws of 
nature that is the object of the theories of that science.

To justify the intuition that cognitive properties are properties of per-
sons (or animals) qualitatively distinct from the properties of their parts, we 
need to show that they are emergent. Therefore, it is important to find a cri-
terion of emergence in the ontological sense. We have seen that physicalism 
imposes a certain number of necessary conditions for emergence. Emergent 
properties belong to objects composed entirely of physical parts, and they 
are determined exclusively by the physical properties of these parts and their 
interactions. The emergent properties of an object are systemic in the sense of 
not belonging to the parts of the object. However, these are only the necessary 
conditions for emergence that are also satisfied by properties not intuitively 
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emergent: the property of a stone of weighing 5 kg does not seem to be emer-
gent, even though none of its parts has it and even though it is determined 
exclusively by the properties of the parts of the stone.

I have suggested that there are mathematical criteria that can yield a 
sufficient condition for emergence at least for certain types of systems. For 
emergent physical properties, the topology of a system’s trajectory in a phase 
space can provide such a criterion: when a purely quantitative change in the 
properties of a system’s components can change the topological structure of 
the system’s trajectory, that trajectory is emergent. The scientific discovery 
of this topological structure can justify the judgment that the system has an 
emergent property. I have shown that the topological difference between the 
psychological space of representation and the physical space of the repre-
sented stimuli allows us to apply this topological criterion to certain emer-
gent mental properties. It remains to be determined whether it is possible to 
generalize the application of this criterion to other cognitive properties. In 
the meantime, the existence of nomic regularities at the cognitive level, which 
intuitively seem to be qualitatively different from the regularities that char-
acterize neuronal processes, gives us reason to believe that there is indeed a 
distinct cognitive level of reality.

My thesis that there are levels of reality with their own causal powers 
faces two objections, which I considered in Chapters 3 and 5. One influential 
view is that mental properties are dispositions. To have learned to associate a 
conditional stimulus (CS) with the unconditional stimulus (US) that triggers 
the response R is to have the disposition to react with R to the perception of 
the CS. The idea that mental states correspond to functional roles is the com-
mon heritage of analytical behaviourism and functionalism. The essence of a 
cognitive state consists of what causes it and what it causes independently of 
the intrinsic structure of the cognitive system. Ever since the polemic against 
the occult powers of medieval philosophy, likened to the “dormitive virtues” 
of opium, dispositions have been taken to be properties of dubious reality. 
It seems to be gratuitous to postulate the existence of a dormitive virtue in 
opium when it comes to identifying the property that causes the smoker to 
fall asleep. Instead of identifying, in a scientific manner, a real and intrinsic 
property of opium causally responsible for sleep, the postulate of a disposition 
to induce sleep seems to create only the illusion of knowledge. In Chapter 3, 
I considered a number of traditional objections to the reality of dispositions, 
which are also objections to their causal efficacy. It became clear that these 
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objections do not refute my conception of causally efficacious properties, ac-
cording to which they can be construed both dispositionally and categoric-
ally. Even if many mental properties are indeed conceived according to their 
functional roles, there is nothing to prevent the occupants of these roles from 
being macroscopic mental properties.

According to the functionalist theory of dispositions, the occupants of 
the roles that characterize dispositions are always microscopic categorical 
properties. In the same vein, the functional model of reduction developed by 
Kim (1998) for mental properties proposes that the causally efficacious prop-
erties that occupy mental roles are microstructural properties. According 
to this model, what makes the animal conditioned to the CS react by R are 
neuronal and biochemical properties or “micro-based” properties, which 
correspond to logical constructions from microscopic properties. However, 
if causal efficacy lies exclusively at the microphysical level, then it follows that 
there are no macroscopic properties and in particular no cognitive proper-
ties. The cognitive level is merely a conceptual level to which corresponds no 
level of real properties. The mental thus appears as epiphenomenal.

We have seen that it is possible to avoid this conclusion on the condition 
that a clear distinction is made between two meanings of “reduction” and be-
tween two meanings of “realization.” Showing that a categorical macroscopic 
property occupies a given functional role, or “realizes” the role, constitutes a 
first step that I have called “role-occupant reduction.” It is only at a second 
step that a macroscopic property is reduced, in the sense of microreduction, 
to microscopic properties or mechanisms. In one sense, the occupant realizes 
the role. Hemoglobin, for example, performs the role of oxygen carrier in 
mammalian blood. But we can also say, in another sense of “realize,” that 
the microproperties that determine a macroproperty in the non-causal sense 
realize it. The hemoglobin macromolecule is realized, in this second sense, 
by a certain chain of amino acids that are its microscopic components. Both 
forms of realization are compatible with multi-realizability. The function 
of transporting oxygen is multi-realized, in the first sense of realization, by 
hemoglobin, hemerythrin, and hemocyanin. Hemoglobin is a macromol-
ecule multi-realized, in the second sense of realization, by different chains of 
amino acids.

It is conceivable that mental properties are emergent properties of cog-
nitive systems that fulfill the roles defined by cognitive concepts. They can 
be causally efficacious even though they are determined by microscopic, 
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neuronal, and biochemical properties and even though they can therefore be 
micro-reduced. In Chapter 5, I considered another important objection to 
the reality of mental properties: even if they are emergent and categorically 
conceivable, the principle of the causal closure of the physical domain and the 
principle of causal-explanatory exclusion seem to be incompatible with the 
idea that emergent properties exert their own causal influence on the course 
of physical events. According to the principle of causal closure, any physic-
al event, at any previous moment, has a complete and exclusively physical 
cause. This principle is based on the observation that physics never discovers 
intrusions from non-physical causes. Therefore, at the moment when I make 
a decision, the physical consequences of that decision have an exclusively 
physical cause. If there is a complete physical cause at the moment of the de-
cision, then what causal contribution could the decision itself make to a given 
physical consequence of my action caused by my decision? The principle of 
causal-explanatory exclusion states that, if causal “overdetermination” exists, 
then it is not systematic. Only in exceptional situations do two causal chains 
converge on the same event. This excludes the possibility that the physical 
causes of the consequences of our actions are systematically accompanied by 
parallel mental causes. From this reasoning, Kim (1998) draws the conclusion 
that there are no mental causes. Mental concepts are second-order concepts 
that quantify over first-order properties, which hold the monopoly of causal 
efficacy and, in his view, are always physical.

I have proposed the following way of avoiding the conclusion that there 
are no efficacious mental properties. I accept the principle of causal-explana-
tory exclusion. However, we have seen that physicalism does not oblige us to 
accept the principle of the causal closure of the physical domain. What is jus-
tified is a weaker principle according to which, at every instant prior to a given 
physical event, there exists a set of physical states of affairs that determines the 
event in question. Unlike the principle of causal closure, this determination 
can include a non-causal stage. Let us say that I decide to close the window, 
and this decision leads to the event of closing the window. There is a set of 
neural events underlying the decision that determines it in a non-causal way. 
It is conceivable that the decision contributes causally to the event of closing 
the window, along the lines of the following scenario. There is no microscopic 
law that determines at the neuronal level alone the detailed evolution of the 
complex system that is the person and her brain, in the sense that the evolution 
could be predicted or explained on the basis of the knowledge of the neuronal 
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state with finite precision. However, the mental property of making this deci-
sion imposes a constraint on the system to evolve in the direction of an action 
that leads to closing the window. It is only a constraint because, first, many 
other mental properties exert influences on the evolution of the system, so 
that the regularities generated by each of these cognitive constraints are never 
strict, and because, second, the mental property alone does not determine the 
evolution of the system in microscopic detail; it determines its evolution only 
at the cognitive level. Each one of the stages in the preparation and execution 
of the action is compatible with many underlying physiological states. It is the 
preceding physiological state that determines which one of the physiological 
states compatible with a given cognitive state is actually realized. In this way, 
my closing the window, at the moment of my decision, has a complex cause: 
the decision as a mental property is indispensable to the causal determination 
of the action, and the underlying neurological state determines the evolution 
of the system among the possibilities compatible with the evolution imposed 
by psychological regularity. The principle of causal-explanatory closure is re-
spected because there is only one complete explanation for the closing of the 
window. This explanation is partly mental and partly physiological. However, 
insofar as the determination of the events caused by our minds includes a 
non-physical aspect, the principle of causal closure is not respected. But phys-
icalism does not require such a strong principle. My scenario is compatible 
with a principle of physical determination of all physical events: each physical 
event, at each instant preceding it, has a set of physical states of affairs that 
determines it entirely.

I end this conclusion with the remark with which I began it. It is up to 
the various relevant sciences, and above all neuroscience and psychology, to 
establish whether certain processes by which our minds seem to intervene in 
the physical world really correspond to the scenario outlined here. The justi-
fication of the reality and causal efficacy of mental properties belongs, at least 
in part, to science. The properly philosophical objective that I set for myself 
has been achieved if I have succeeded in showing that it is at least conceivable.
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An original and thought-provoking exploration of physicalism, this book 
makes a compelling case for the causal power of non-physical properties 
and reveals fresh insights into the emergent layers of reality.

—Markus Schrenk, Professor of Theoretical Philosophy,  
Heinrich-Heine-University Düsseldorf

A wonderfully stimulating book. The arguments are provocative and well-
grounded in carefully worked out case studies from across the sciences, 
from statistical physics to cognitive neuroscience. I highly recommend this 
book to anyone working in the field.

—Alyssa Ney, Professor of Philosophy, LMU Munich

The Material Mind will guide you through the contrast between reduction 
and emergence of mental properties with a steady hand—a hand ready 
for a difficult and fascinating journey.  It will argue in favour of both 
reduction at the proper level of analysis and causal efficacy of emergent 
mental properties. A difficult journey that is worth taking.

—Simone Gozzano, Philosophy of Mind, Università dell’Aquila

Highly recommended.
—Carl Gillett, author of  Reduction and Emergence in Science and Philosophy

The Material Mind develops a concept of reduction that is compatible both 
with scientific change and with the possibility of multiple reduction bases. It 
shows that cognitive and other higher-level properties can be construed as 
causal powers, develops a concept of emergence compatible with reduction, 
and shows that the integration of the mind into a scientific conception of the 
world does not deprive mental properties and events of causal efficiency. The 
book defends the possibility of downward causation of physiological effects 
by cognitive causes, by questioning the justification of both the principle 
of the causal closure of the physical domain and the principle of causal-
explanatory exclusion.
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